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As far as more complex systems are being accessible for quantum chemical calculations, the reliability of the algorithms used becomes increasingly important. Trust-region strategies comprise a large family of optimization algorithms that incorporates both robustness and applicability for a great variety of problems. The objective of this work is to provide a basic algorithm and an adequate theoretical framework for the application of globally convergent trust-region methods to electronic structure calculations. Closed shell restricted Hartree–Fock calculations are addressed as finite-dimensional nonlinear programming problems with weighted orthogonality constraints. A Levenberg–Marquardt-like modification of a trust-region algorithm for constrained optimization is developed for solving this problem. It is proved that this algorithm is globally convergent. The subproblems that ensure global convergence are easy-to-compute projections and are dependent only on the structure of the constraints, thus being extendable to other problems. Numerical experiments are presented, which confirm the theoretical predictions. The structure of the algorithm is such that accelerations can be easily associated without affecting the convergence properties.
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I. INTRODUCTION

Electronic structure calculations are being used in an increasingly large number of research fields. Several well-developed computer packages are available, which provide a large scope of algorithms and analytic tools in such a way that it is not required that the users fully understand the methods for obtaining valuable results. For this to happen, it has been necessary that the algorithms involved become faster, user-independent, and reliable. The basis of most electronic structure computations are the fast and inexpensive self-consistent field (SCF) algorithms. The ones based on Hartree–Fock (HF) and Kohn–Sham density functional theories are the most popular. Since these problems are nonlinear, the algorithms require iterative updating of the variables (density matrix or eigenvectors of the Fock matrix) until self-consistency is achieved and hence a solution is found.

The first method designed to solve the HF problem was based on a naive fixed-point iteration that consists in the construction of the Fock matrix from the current guess followed by its diagonalization in order to obtain the new set of orbitals. This method has slow and unstable convergence properties and, thus, is no longer used for practical purposes.

However, some of the methods currently used still rely on the fixed-point iteration in some way. Particularly, the direct inversion of the iterative subspace method of Pulay (DIIS) (Ref. 3) was designed to stabilize the fixed-point iterations by an extrapolation of the Fock matrix that aims to minimize residual vector norms. Although the DIIS method is also used in our days in different contexts, it is in its original form that it is most frequently employed.

Other techniques were proposed to improve convergence of SCF iterations. In the level-shift method (the first algorithm claimed to have unconditional convergence properties) the virtual orbitals are shifted to higher energies. This method depends on a user specified parameter which can be obtained only by trial and error. The second-order SCF method (Ref. 14) relies on an exponential parameterization of the energy as a function of the density matrix. The energy minimization problem becomes unrestricted and Newton’s method for unconstrained optimization is used. This method has robust convergence properties, but it relies on the availability of the Hessian, which is computationally very expensive. Other methods based on the exponential parameterization of the energy have been proposed, but global convergence is hard to obtain since matrix exponentials are not computed exactly.

Let us recall here the meaning of global convergence in ordinary optimization literature. An algorithm is said to be
globally convergent if the sequences that it generates either stop at a point that satisfies first-order optimality conditions (usually called stationary point) or have the property that all its limit points are stationary. This property must hold independently of the initial starting point and, as much as possible, independently of any additional property of the sequence. In practical terms, this means that given a small tolerance \( \varepsilon > 0 \), any sequence generated by a globally convergent algorithm necessarily stops at a point that satisfies the convergence criterion defined by the tolerance. It must be warned that, since stationary points are not necessarily global minimizers, global convergence does not imply convergence to the global minimum of the optimization problems.

Aiming for a fully reliable, user independent method, Cancès and Le Bris developed an optimal damping algorithm for which they proved global convergence whenever the iterates satisfy a uniform well-posedness (UWP) assumption. Coupled with DIIS, this method provides more robust convergence than DIIS alone and preserves competitive convergence rates. More recently, Thogersen et al. introduced a trust-region method (TRSCF) for optimizing the total energy \( E_{\text{SCF}} \) of Hartree–Fock theory and Kohn–Sham density-functional theory. Trust-region methods (see Ref. 19) for unconstrained optimization were suggested by Powell in 1970. The most complete global convergence proof of the Newton-based trust-region algorithm for unconstrained problems was given by Sorensen in 1982. At each iteration of a trust-region algorithm one minimizes a quadratic approximation of the objective function on a ball centered in the current point and defined by some (not necessarily Euclidian) distance. If the reduction of the objective function obtained in this way is of the same order as the reduction of the quadratic approximation, the trial point is accepted as new iterate. Otherwise, the radius of the trust-region ball is reduced and the quadratic approximation is minimized on the new restricted region. If the gradient of the objective function at the current point is equal to the gradient of the quadratic model and the current point is not stationary, the iteration necessarily finishes successfully and, so, a better iterate is obtained. According to the degree of success of the iteration, the radius of the next trust region is increased or decreased. Many authors used trust region algorithms for solving minimization problems with simple constraints but, only in 1995, Martínez and Santos gave a complete global convergence theory for feasible trust-region methods with arbitrary (possibly nonlinear and nonconvex) constraints. In Ref. 23 the same authors completed the theory with local and convergence-rate results.

The TRSCF algorithm of Thogersen et al. exhibits very nice practical behavior. In this algorithm the trust region at each iteration is not defined as the intersection of a compact ball with the feasible region (as in Ref. 22) but as the intersection of a linear half-space (defined in terms of the density variables) with the feasible set. When the reduction of the energy function \( E_{\text{SCF}} \) is not satisfactory, the frontier of the half-space (an hyperplane) is moved towards the current point so that, ultimately, energy decrease is obtained. The solution of the trust-region subproblem is always sought on the hyperplane and it involves the diagonalization of a level-shift augmentation of the Fock matrix. Many implementation details are discussed in Ref. 18. The nonstandard trust-region approach of Ref. 18 makes it difficult to develop a rigorous convergence proof for this algorithm. The existence of such a proof remains a challenging open problem.

Although developed independently, the present research is related to, and, in some sense, complements the results of Ref. 18.

Here we introduce a new trust-region optimization algorithm with proved global convergence for closed shell restricted Hartree–Fock SCF iterations without UWP or related assumptions on the sequence itself. The classical fixed-point step is naturally incorporated to its structure. The first procedure at each iteration of the trust-region method will be to minimize a quadratic approximation of the energy function. We give a simple proof that a solution of this subproblem is given by the classical fixed-point iteration. The main ingredient for obtaining global convergence is not the choice of the first trial point at each iteration (which may lead to steps that are too long to be trusted, as observed in Ref. 18) but the choice of restricted steps after a possible failure of the first trial. (The first SCF trial step can even be skipped without violating global convergence.) The restricted steps after a possible failure of the first trial come from the minimization of a new quadratic model with a simplified block-diagonal Hessian motivated by the classical Barzilai–Borwein or spectral choice of the steplength in numerical optimization. We will explain in which sense this is a Hessian approximation. The computation of this restricted step is cheap in the sense that it requires the diagonalization of a matrix whose dimension is of the order of the number of occupied molecular orbitals only. A key point of our algorithm is that, after each main iteration, an acceleration procedure is admissible with the sole requirement that it does not increase the value of \( E_{\text{SCF}} \). In our experiments we use DIIS as accelerating algorithm but, of course, any other acceleration procedure is admissible such as, for example, the recently proposed successful EDIIS (Ref. 17) or TRSCF (Ref. 18) algorithms. In this sense, our algorithm may also be interpreted as a simple way to provide global convergence to methods that are known to be efficient in most cases. Summing up, the objective of this paper is to introduce a trust-region algorithmic framework for SCF electronic structure calculations with the following characteristics:

1. Rigorous global convergence independently of the initial point.
2. The structure of the iterations that ensure global convergence is independent of the structure of the objective function, so this type of iterations is applicable to other problems with similar constraints.
3. The algorithm is such that the association with other efficient methods is straightforward.
4. Experiments will show that, in practice, the algorithm behaves as predicted by theory.

This paper is organized as follows: In Sec. II we describe the general lines of the forthcoming trust-region algorithm and the main features of its implementation. In Sec. III we recall definitions and properties of the problem and we give a simple proof that the first subproblem solved at each iter-
tion coincides with the fixed-point iteration. In Sec. IV we briefly describe the resolution of simple quadratic trust-region problems and we state the fact that these solutions are easily computed nonlinear projections. The rigorous definition of the trust-region algorithm for our problem is given in Sec. V. In Sec. VI we describe the numerical experiments and in Sec. VII we state conclusions and lines for future results. The appendixes contain a rigorous convergence proof for the algorithm and the justification for the nonlinear projection procedure used in reduced trust regions.

II. ALGORITHMIC OVERVIEW

The algorithm presented here is a trust-region method. The main iteration uses a quadratic approximation of the objective function around the current iterate and minimizes this quadratic model subject to the problem constraints (in this case, weighted orthonormality constraints). Once the quadratic model is minimized, a new trial point is obtained. Then, we test whether the decrease of the objective function at the trial point (actual reduction) is meaningful when compared to the reduction of the quadratic model (predicted reduction). Of course, the predicted reduction will be similar to the actual reduction whenever the quadratic model is a good approximation of the objective function. If the actual reduction is at least a given fraction of the predicted reduction, the trial point is accepted and the trust-region iteration finishes.

The energy at the trial point obtained by the minimization of the model may be higher (or, perhaps, not sufficiently lower) than the energy at the current iterate. In this case, the trial point is not accepted. Consequently, the algorithm proceeds minimizing a simple quadratic model of the energy in a smaller trust region around the current point. This process is repeated and, if the trust region is small enough, the decrease of the true energy becomes of the same order as the decrease of the quadratic model energy.

A trust-region method for arbitrary constraints is computationally implementable when a meaningful quadratic model is easy to obtain, its minimum subject to the constraints of the problem is computable and minimizers of a suitable quadratic model subject to the problem constraints and smaller trust regions are also easy to compute. These conditions may not be easily fulfilled. For example, the quadratic model could be the complete second-order Taylor expansion, but this would require the computation of the Hessian, which may be very costly. Moreover, it is very difficult to compute a global minimum of the second-order Taylor model subject to orthonormality constraints. Finally, there do not exist practical methods for computing minimizers of arbitrary quadratic models subject to problem constraints and trust regions.

The algorithm presented in this paper provides suitable solutions for these difficulties. We show the following:

1. The classical fixed-point iteration is the global minimization of a meaningful quadratic model of the energy subject to orthonormality constraints. Therefore the first step at each iteration of our trust-region method coincides with the classical fixed-point iteration.

2. Global minimizers of a simplified quadratic model subject to orthonormality constraints and a smaller trust region are easy-to-compute projections. Therefore, the iterations that guarantee global convergence can be computed accurately in reasonable time.

III. THE FIXED-POINT ITERATION AS THE SOLUTION OF A QUADRATIC MODEL

A typical iteration of a trust-region method of the family introduced in (Ref. 22) begins by the minimization of a quadratic model of the objective function on the feasible region under consideration. In this section we will show that, in the case of restricted Hartree–Fock calculations, such minimization is accomplished by the classical fixed-point iteration.

The classical definition of the Hartree–Fock problem is as follows. Let and be the number of electrons and nuclei in the system, respectively. We call and the core Hamiltonian and overlap matrices, respectively.

Given , the number of functions of the basis set will be the set of matrices of columns satisfying the weighted orthonormality conditions .

Suppose that is the current approximation to the solution of Eq. (1). In order to obtain an even better approximation, we are going to define a quadratic model of . This quadratic model, denoted by , will be a good approximation of in a neighborhood of . We define

\[ Q(X) = 4 \sum_{j=1}^{N} (X_j - \bar{X}_j)^T F(\bar{X}) X_j \]

\[ + \frac{1}{2} \sum_{j=1}^{N} (X_j - \bar{X}_j)^T 4 F(\bar{X}) (X_j - \bar{X}_j). \]  

(2)

The first derivatives of are

\[ \frac{\partial E_{SCF}(X)}{\partial X_j} = 4 F(X) X_j \]  

and coincide with the derivatives of when . The second derivatives of are hard to compute, so they are replaced in Eq. (2) by a simplification suggested by Eq. (3). The simplification comes from differentiation of both sides of Eq. (3) using the product rule and neglecting, in the product formula, the term that involves derivatives of . Although, as pointed out in Ref. 18, this may represent a rather rough approximation of the true Hessian, very good Hessian approximations may not be necessary at all in trust-region calculations due to the necessity of
performing large steps when we are far from the solution.\textsuperscript{19} In any case, as we will see later, global convergence properties do not depend of this specific choice of the model. Implementations of the main algorithm skipping this step are admissible.

The SCF problem consists on finding a set of vectors $X_1, \ldots, X_N$, which are generalized eigenvectors of the Fock matrix calculated from the same set of vectors. Thus, a solution of the SCF problem satisfies

$$F(X)X_j = \lambda_j S X_j \quad \forall j = 1, \ldots, N. \quad (4)$$

The matrix $X$ that fulfills this condition is called a Fock fixed point. If the generalized eigenvalues $\lambda_1, \ldots, \lambda_N$ corresponding to the eigenvectors $X_1, \ldots, X_N$ are the $N$ smallest eigenvalues of $F(X)$, $X$ is called an Aufbau Fock fixed point.

The classical fixed-point iteration is suggested by the definition of Aufbau fixed points: Given $X_1, \ldots, X_N$, one calculates $X_1, \ldots, X_N$, the generalized eigenvectors corresponding to the $N$ smallest eigenvalues of $F(X)$. Therefore, we obtain $X$ such that $F(\tilde{X})X_j = \lambda_j S X_j$ for all $j = 1, \ldots, N$.

Given a current iterate $\tilde{X} \in \Omega$, the first step of our trust-region algorithm will consist on the minimization of the quadratic approximation (2) on the feasible set $\Omega$. Now, we give a simple proof that this model minimization corresponds to a fixed-point iteration.

**Theorem 3.1.** Assume that $\tilde{X} \in \Omega$, and $X_{FP}$, the matrix of the eigenvectors corresponding to the $N$ smallest generalized eigenvalues of $F(\tilde{X})$, is the fixed-point iterate. Then $X_{FP}$ is a global solution of

$$\text{Minimize } Q(X) \text{ subject to } X \in \Omega. \quad (5)$$

**Proof.** By Theorem 1.2 of Ref. 31, the fixed-point iterate $X_{FP}$ solves the problem

$$\text{Minimize } \sum_{i=1}^{N} 2X_i^T F(\tilde{X})X_i \text{ subject to } X \in \Omega. \quad (6)$$

The objective function of Eq. (6) is quadratic and direct calculation shows that it has the same first and second derivatives as $Q(X)$ at the current point $\tilde{X}$. Therefore, the difference between $Q(X)$ and the objective function of Eq. (6) is a constant. This implies that Eqs. (5) and (6) are equivalent problems. So, the fixed-point iterate $X_{FP}$ is a solution of Eq. (5), as we wanted to prove. $\square$

**IV. MINIMIZING A QUADRATIC MODEL ON A SMALLER TRUST REGION**

If the trial point $X_{FP}$ computed by the fixed-point iteration is such that $E_{SCF}(X_{FP})$ is sufficiently smaller than the energy at the current point $E_{SCF}(\tilde{X})$ then $X_{FP}$ (or, perhaps, an accelerated step) will be accepted as the new iterate of the trust-region algorithm. If this is not the case, a quadratic model of $E_{SCF}(X)$ must be minimized on the intersection of the feasible set $\Omega$ with a suitable trust region. If the energy at the solution of the new subproblem is sufficiently smaller than $E_{SCF}(\tilde{X})$ then this solution (or an accelerated point) is accepted. Otherwise, the trust region is reduced again, and so on.

Consider the case in which $E_{SCF}(X_{FP})$ is not sufficiently smaller than $E_{SCF}(\tilde{X})$. In principle, we could minimize the same quadratic model $Q(X)$ on the intersection of the feasible region $\Omega$ and a suitably small trust region. However, we have two strong reasons for proceeding in a different way. On one hand, the fact that $X_{FP}$ failed to produce a good decrease of the energy makes one think that the model is not good enough for approximating the energy at this point, perhaps because the Hessian approximation is not good or because higher order terms are dominant. On the other hand, although minimizing $Q(X)$ on $\Omega$ is straightforward, minimizing this quadratic on the intersection of $\Omega$ with a trust region is not simple at all. Let us recall that, in the classical framework of trust-region methods, a trust region of radius $r$ is defined as the set of points whose distance to the current iterate is less than or equal to $r$. In other words, a trust region is a ball, although not necessarily defined by the Euclidian distance.

Minimizing a quadratic model on the intersection of $\Omega$ with a trust region might be very difficult. However, we will define the new quadratic model and the new trust region radius in such a way that this solution is simple. The new quadratic model has the same first derivatives as the one defined by Eq. (2) but its second derivatives are different. Its definition is

$$Q_{new}(X) = 4 \sum_{j=1}^{N} (X_j - \tilde{X}_j)^T F(\tilde{X}) \tilde{X}_j + \frac{1}{2} \sum_{j=1}^{N} (X_j - \tilde{X}_j)^T [\sigma S](X_j - \tilde{X}_j). \quad (7)$$

The first-order terms of $Q_{new}$ are the same as the ones of $Q$ but the second-order terms are different. In the Hessian approximation used in Eq. (7) the matrix $4F(\tilde{X})$ [used in Eq. (2)] is replaced by the $K \times K$ matrix $\bar{S}$. In Eq. (7), the scalar $\bar{S}$ is the so-called spectral coefficient,\textsuperscript{24–30} the effect of which is that the matrix of second derivatives of the model is a simple approximation of the true Hessian of $E_{SCF}(\tilde{X})$. After the definition of Algorithm 5.1, with a more adequate notation, we will state the reasons why the Hessian of Eq. (7) is really a suitable Hessian approximation.\textsuperscript{25,28,30} Roughly speaking, the Hessian approximation in Eq. (7) is the multiple of the matrix with diagonal blocks $S$ which is closest to the true Hessian.

Even the minimization of Eq. (7) on the intersection of $\Omega$ and a given trust region might be difficult. For overcoming this difficulty, instead of minimizing explicitly the function $Q_{new}$ restricted to the trust region, we perform this task in an implicit way. Namely, we minimize the sum of $Q_{new}$ and a penalty term of the form $t/2 \sum_{j=1}^{N} (X_j - \tilde{X}_j)^T S(X_j - \tilde{X}_j)$ on the feasible set $\Omega$ without the explicit trust-region constraint. Fortunately, increasing $t$ has the same effect as decreasing the trust-region radius. This process is illustrated in Fig. 1. In Fig. 1(a) we show, schematically, the rejected trial point $X_{FP}$ and the result of solving Eq. (8) for $t = 0$ [minimizer of Eq. (7) on $\Omega$]. The center $O$ of the level sets of $Q_{new}$ is the minimizer of $Q_{new}$ without the constraints $\Omega$ and can be obtained trivially solving a linear system. In Fig. 1(a)
of the eigenvalues are positive, we may define the square root $S$ of diagonal matrix whose entries are the eigenvalues of $S$.

where $U Z$ is its projection on $V$.

The new trust-region radius is not considered explicitly. Instead, a point in the segment that joins the unconstrained minimizer of $Q_{\text{new}}$ and $\bar{x}$ is computed and the new trial point is its projection on $\Omega$.

The trust-region subproblem is then

Minimize $4 \sum_{j=1}^{N} (X_{j} - \bar{X}_{j})^{T} F(\bar{X}) \bar{X}_{j} + \frac{1}{2} \sum_{j=1}^{N} (X_{j} - \bar{X}_{j})^{T} T (1 + t) S \bar{X}_{j}$ subject to $X \in \Omega$ \hspace{1cm} (8)

and the algorithm sketched in Fig. 1 for solving this problem is given below.

Recall that the symmetric matrix $S$ admits a diagonalization,

$$S = U \Sigma U^{T},$$

where $U$ is unitary (square with orthonormal columns and rows), its columns are eigenvectors of $S$, and $\Sigma$ is the diagonal matrix whose entries are the eigenvalues of $S$. Since the eigenvalues are positive, we may define the square root of $S$,

$$S^{1/2} = U \Sigma^{1/2} U^{T}.$$

Consequently, we define $S^{-1/2} = [S^{1/2}]^{-1}$. Moreover, any $K \times N$ matrix $Z$ admits a (reduced) singular value decomposition of the form

$$Z = U Z \Sigma Z V_{Z}^{T},$$

where $U$ and $V_{Z}$ are $K \times N$ and $N \times N$ matrices, respectively, with orthonormal columns and $\Sigma$ is a diagonal $N \times N$ matrix. This decomposition can be easily computed starting from the diagonalization of the $N \times N$ matrix $Z^{T} Z$, although more efficient methods exist.\footnote{Appendix C.}

The procedure for computing the solution of Eq. (8) is described below in such a way that a computer code can be easily written. The justification to this procedure is given in Appendix C.

1. Compute

$$\bar{Z} = \left( S^{1/2} + \frac{4}{\partial(1 + t]} S^{-1/2} F(\bar{X}) \right) \bar{X}.$$

2. Compute $\bar{U}$ and $\bar{V}$ from the reduced singular value decomposition of $\bar{Z}$,

$$\bar{Z} = \bar{U} \bar{\Sigma} \bar{V}^{T}.$$

3. Compute the solution of (8) as

$$X = \bar{S}^{-1/2} \bar{U} \bar{V}^{T}.$$

V. FULL ALGORITHMIC DESCRIPTION

The main ingredients of the new algorithm for solving Eq. (1) were given in the preceding sections. In this section we give a more precise description of our method and we state its theoretical convergence properties.

A. Nonlinear programming problem

Let us express Eq. (1) as an optimization problem with vectors (instead of matrices) as unknowns. Define $n = KN$. For all $X \in \mathbb{R}^{KN}$, $X = (X_{1}, ..., X_{N})$, we define the vector $\text{vec}(X) \in \mathbb{R}^{KN}$ by

$$\text{vec}(X) = \begin{bmatrix} X_{1} \\ \vdots \\ X_{N} \end{bmatrix}.$$

Consequently, we define $f(\text{vec}(X)) = E_{\text{SCF}}(X)$. Moreover, $\mathcal{R}$ will be the set of points in $\mathbb{R}^{n}$ such that the corresponding $K \times N$ matrix is in $\Omega$. Then, the problem (1) can be written as

$$\text{Minimize } f(x) \text{ subject to } x \in \mathcal{R} \subset \mathbb{R}^{n} \hspace{1cm} (10)$$

In other words, the problem (10) is exactly the same as the problem (1), where the matricial variables $X$ are replaced by vectorial variables $x$.

The set $\mathcal{R}$ is compact (closed and bounded). Closedness means that limit points of sequences completely contained in $\mathcal{R}$ necessarily belong to $\mathcal{R}$. This property is essential when one discusses convergence of iterative methods since one wants to guarantee that, when a sequence is completely contained in the feasible set ($\Omega$ or $\mathcal{R}$ in this case) its limit points also belong to this set. The closedness of $\mathcal{R}$ comes from the fact that the constraints that define $\Omega$ are equations and nonstrict ("less-than-or-equal-to") inequalities. The feasible set is also bounded because the constraints $X_{j}^{T} S X_{j} = 1$ are bounded ellipsoids in $\mathbb{R}^{K}$. Compactness (closedness plus boundedness) implies that every sequence completely contained in $\mathcal{R}$ admits at least one limit point that belongs to $\mathcal{R}$.

In the convergence theory we prove that every limit point is
stationary. So, since limit points exist, we will be able to conclude that the algorithm finds, ultimately, stationary points. Geometric insight on the feasible set $\Omega$ and on Newton and conjugate-gradient algorithms for minimization with this type of constraints has been given in Ref. 33.

Every local minimizer of Eq. (1) must satisfy the Lagrange optimality conditions. This is because all the points in $\mathcal{R}$ are regular in the sense that the gradients of the constraints are linearly independent. As usually, points that satisfy the optimality conditions are said to be stationary. Stationary points can be transformed into fixed points by multiplication by an unitary $N \times N$ matrix.\textsuperscript{13}

\section*{B. Nonlinear programming algorithm}

Here we define our trust-region method for solving Eq. (1). The iterates of the algorithm will be called $X^k$ and the corresponding points $\text{vec}(X^k) \in \mathbb{R}^n$ will be denoted $x^k$. Moreover, given $X \in \mathbb{R}^{K \times N}$ we denote $x = \text{vec}(X)$.

By Eq. (3), we have

$$ \nabla f(x) = \text{vec}[4F(X)X] $$

and

$$ g^k = \text{vec}[4F(X^k)X^k] $$

for all $k$.

We define $A \in \mathbb{R}^{n \times n}$ and $\mathcal{H}_k \in \mathbb{R}^{n \times n}$ by

$$ A = \begin{bmatrix} S & \cdots & \cdots & \cdots \\ \cdots & S & \cdots & \cdots \\ \cdots & \cdots & S & \cdots \\ \cdots & \cdots & \cdots & S \\ \cdots & \cdots & \cdots & \cdots \end{bmatrix}, \quad \mathcal{H}_k = \begin{bmatrix} 4F(X^k) & \cdots & \cdots & \cdots \\ \cdots & 4F(X^k) & \cdots & \cdots \\ \cdots & \cdots & 4F(X^k) & \cdots \\ \cdots & \cdots & \cdots & 4F(X^k) \end{bmatrix} . $$

(11)

Therefore, $A$ and $\mathcal{H}_k$ are $N$-block-diagonal matrices with $K \times K$ blocks.

At some iterations we will use $\mathcal{H}_k$ as Hessian approximation, which corresponds to use the quadratic model $Q(X)$. At other iterations we use the Hessian approximation $\sigma_k A$, where $\sigma_k$ is the spectral parameter mentioned before, and corresponds to use the “easy” quadratic model $Q_{\text{new}}(X)$. We already know how to solve the subproblems associated to each quadratic model. Iterations where $\mathcal{H}_k$ is the Hessian approximation will be said to be of type 1. Reciprocally, the iterations where the Hessian approximation is $\sigma_k A$ are said to be of type 2. Iterations of types 1 and 2 can be chosen in two basic ways:

1. At its beginning, each iteration is always of type 1. This means that the model $Q(X)$ is used. If $X_{FP}$ is good enough, then this point (or an accelerated one) is accepted as a new iterate. On the contrary, if $E(X_{FP})$ is not sufficiently smaller than the energy at the current point, the iteration is changed to be of type 2. This scheme corresponds essentially to the process sketched in previous sections when we defined $Q$ and $Q_{\text{new}}$. It corresponds to choose type(0) = 1 and type(k) = 1 in Eqs. (12) and (19) below.

2. In an alternative version of the algorithm all the iterations may be of type 2. This corresponds to choose type(0) = 2 and type(k) = 2 in Eqs. (12) and (19) below.

Algorithm 5.1 is stated in such a general way that other strategies are possible to choose the type of each iteration. For example, if iterations of type 1 systematically fail we may decide not to use them anymore, choosing always type(k) = 2. The numerical experiments will correspond to the first strategy described above.

\section*{1. Algorithm 5.1}

\textbf{Step 1.} Choose $\alpha \in (0,1/2)$, $0 < \sigma_0, \sigma_{\text{max}} < \infty$ and the initial approximation $X^0 \in \Omega$ [so, $x^0 = \text{vec}(X^0) \in \mathcal{R}$]. Set $k \leftarrow 0$, $\sigma_0 = 1$. Choose

$$ \text{type}(0) \in \{1,2\} . $$

(12)

\textbf{Step 2.}

If $\text{type}(k) = 1$, define $B_k = \mathcal{H}_k$.

If $\text{type}(k) = 2$ and $k > 0$, compute $\sigma_k$, the spectral scaling parameter,\textsuperscript{26,28} by

$$ \sigma_k = \max \left[ \sigma_{\text{min}} \cdot \min \left[ \sigma_{\text{max}}, \frac{(x^k - x^{k-1})^T (g^k - g^{k-1})}{(x^k - x^{k-1})^T A (x^k - x^{k-1})} \right] \right] $$

(13)

and

$$ B_k = \sigma_k A . $$

(14)

\textbf{Step 3.} Set $t \leftarrow 0$.

\textbf{Step 4.} Define

$$ Q_{k,t}(x) = (g^k)^T (x - x^k) + \frac{1}{2} (x - x^k)^T [B_k + t \sigma_k A] (x - x^k) . $$

(15)

Compute $x_{\text{trial}}$, a global solution of

Minimize $Q_{k,t}(x)$ subject to $x \in \mathcal{R}$.

(16)

If $Q_{k,t}(x_{\text{trial}}) = 0$, terminate the execution of the algorithm declaring that $x^k$ $(X^k)$ is stationary.

\textbf{Step 5.}

(1) If

$$ f(x_{\text{trial}}) \leq f(x^k) + \alpha Q_{k,0}(x_{\text{trial}}) , $$

compute $x^{k+1} \in \mathcal{R}$ such that

$$ f(x^{k+1}) \leq f(x_{\text{trial}}) , $$

(18)

set $k \leftarrow k + 1$, choose

$$ \text{type}(k) \in \{1,2\} , $$

(19)

and go to step 2.

If Eq. (17) does not hold, then

(1) If $\text{type}(k) = 1$, redefine $\text{type}(k) = 2$, and go to step 2.

(2) If $\text{type}(k) = 2$, set $t \leftarrow \max \{1,2t\}$, and go to step 4.$\square$

Algorithm 5.1 has been described in such a way that its implementation using the results on the solution of subproblems (Secs. III and IV) is not difficult. However, some additional explanation is necessary in order to make it more friendly.

(a) The requirement (17) states that the actual reduction $f(x^k) - f(x_{\text{trial}})$ should be, at least, a fraction $\alpha$ of the predicted reduction $-Q_{k,0}(x_{\text{trial}})$. According to Eq. (15), one is using the approximation

$$ f(x^k) - f(x_{\text{trial}}) \approx \frac{1}{2} (x - x^k)^T [B_k + t \sigma_k A] (x - x^k) . $$
\[ f(x) = f(x^k) + (g^k)^T(x - x^k) + \frac{1}{2}(x - x^k)^TB_k(x - x^k) \]

Observe that \( Q_{k,t}(x^k) = 0 \). Since this approximation is correct up to the first-order terms, it is justified to require that the reduction of the true objective function should be of the same order as the reduction of the quadratic model. The parameter \( \alpha \) quantifies the degree of agreement between both reductions. The first-order coincidence guarantees that, unless \( x^k \) is a stationary point, the condition (17) will hold if \( x_{\text{trial}} \) is close enough to \( x^k \). The distance between the trial point \( x_{\text{trial}} \) and the current point \( x^k \) is controlled by the trust-region radius in classical trust-region methods and by the regularizing parameter \( t \) in Algorithm 5.1.

(b) At iterations of type 2 the Hessian approximation is \( \sigma_k A \). This matrix is the multiple of \( A \) which, in some sense, is closest to the true Hessian \( H_f(x^k) \). Roughly speaking, we have

\[ g^k - g^{k-1} \approx H_f(x^k)(x^k - x^{k-1}), \]

so, premultiplying by \((x^k - x^{k-1})^T\), we obtain

\[ (x^k - x^{k-1})^T(g^k - g^{k-1}) = (x^k - x^{k-1})^TH_f(x^k)(x^k - x^{k-1}). \]

Dividing by \((x^k - x^{k-1})^TA(x^k - x^{k-1})\), we get

\[ \frac{(x^k - x^{k-1})^T}{(x^k - x^{k-1})^A(x^k - x^{k-1})} \approx \frac{(x^k - x^{k-1})^TH_f(x^k)(x^k - x^{k-1})}{(x^k - x^{k-1})^TA(x^k - x^{k-1})}. \tag{20} \]

Making the (obviously wrong) simplification of the terms \((x^k - x^{k-1})^T\) and \((x^k - x^{k-1})\) on the right-hand side of Eq. (20) we obtain

\[ H_f(x^k) \approx \frac{(x^k - x^{k-1})^T}{(x^k - x^{k-1})^A(x^k - x^{k-1})}A. \]

This justifies the choice (13) except for the fact that, to prevent numerical instabilities, we require that the coefficient \( \sigma_k \) should belong to the closed interval \([\sigma_{\text{min}}, \sigma_{\text{max}}]\). In turn, \( \sigma_{\text{min}} \) and \( \sigma_{\text{max}} \) are parameters given by the user. If the quotient \((x^k - x^{k-1})^T(g^k - g^{k-1})/(x^k - x^{k-1})^TA(x^k - x^{k-1})\) lies outside the interval \([\sigma_{\text{min}}, \sigma_{\text{max}}]\), formula (13) forces \( \sigma_k \) to be one of the extremes of this interval. A more careful motivation of the spectral coefficient based on mean-value arguments (21) is given below.

(c) At iterations of type 1, the solution of the subproblem (16) is given by the fixed-point iteration. At iterations of type 2 the solution of the subproblem is given by the procedure described in Sec. IV. When the actual reduction defined by the trial point is not enough, the value of \( t \) is increased. (The new \( t \) is set to be equal to the maximum between 1 and 2 at the end of step 5.) The effect of increasing \( t \) is the same as the effect of reducing the trust-region radius.

(d) When the trial point (coming from any type of iteration) satisfies the sufficient descent condition (17), the next iterate may be any point satisfying Eq. (18). Clearly, the choice \( x^{k+1} = x_{\text{trial}} \) is admissible, since \( x = x_{\text{trial}} \) obviously satisfies Eq. (18). However, the weak requirement (18) allows one to choose \( x^{k+1} \) by means of acceleration procedures such as DIIS, or even TRSCF. By Eq. (18), the energy at the accelerated point only needs to be not greater than the energy at the trial point. The convergence proofs are not affected at all by the specific choice of \( x^{k+1} \), provided that the condition (18) is satisfied.

(e) If \( Q_{k,t}(x_{\text{trial}}) = 0 \) after solving Eq. (16) then, since \( Q_{k,t}(x^k) = 0 \), it turns out that \( x^k \) is a global solution of Eq. (16). Then, \( x^k \) satisfies the Lagrange optimality conditions of Eq. (16). But these conditions are exactly the Lagrange optimality conditions of the original problem (10) due to the fact that the first-order terms of \( f \) and \( Q_{k,t} \) are the same. Therefore, \( x^k \) is a stationary point, which justifies terminating the execution of the algorithm in this case.

In subproblems of type 2 the Hessian approximation is defined by Eqs. (11), (13), and (14). Let us give here a more careful argument to show that Eq. (14) in fact defines a Hessian approximation. Let us recall \( 28 \) the mean-value formula

\[ (x^k - x^{k-1})^T(g^k - g^{k-1}) \]

\[ = (x^k - x^{k-1})^T \left[ \int_0^1 H_f(x^k + v(x^k - x^{k-1})) \right] dv \]

\[ \times (x^k - x^{k-1}), \tag{21} \]

where, as above, \( H_f(x) \) denotes the Hessian of \( f \). Therefore, the coefficient \( \sigma_k \) is the factor by which it is necessary to multiply the matrix \( A \) to become similar to the average Hessian \( \left[ \int_0^1 H_f(x^k + v(x^k - x^{k-1}))dv \right] \). This is exactly what we do in Eq. (14). Rigorous analysis of methods exclusively based on this approximation may be found in Refs. 25, 26, 28.

C. Convergence

In Appendix B we prove that Algorithm 5.1 is globally convergent without any additional assumption on the generated sequence \{\( X_k \}\}. This means the following:

(1) The algorithm terminates at an iteration \( k \) only if \( X^k \) is a stationary point. (Therefore, a set of \( N \) generalized eigenvectors can be immediately obtained from \( X^{k} \).)

(2) The iterations of Algorithm 5.1 are well defined in the sense that each iteration necessarily finishes in finite time if \( X^k \) is not stationary.

(3) Any sequence generated by Algorithm 5.1 necessarily admits limit points and all the limit points are stationary. Therefore, approximate Fock fixed points can be obtained up to any desired precision.

Reading the steps of Algorithm 5.1, we observe that the algorithm terminates at an iteration \( k \) only when, at that iteration, \( Q_{k,t}(x_{\text{trial}}) = 0 \). In this case, as we mentioned before, \( Q_{k,t}(x^k) = 0 \) and, so, \( x^k \) is a global minimizer of the subproblem (16) and satisfies the Lagrange optimality conditions. Of course, in computer implementations, a more tolerant stopping criterion is used.

Let us state now the main ingredients of the proof that the algorithm is well defined and globally convergent. Rigorous mathematical details are given in Appendix B. We say than an algorithm is well defined when each iteration necessarily finishes; that is, infinite loops within a particular iteration cannot occur. We only need to consider the case in
which the iterate \( x^t \) is not a stationary point. In this case, \( x^t \) is not a stationary point of the quadratic \( Q_{k,t} \) either. Therefore, since \( x_{\text{trial}} \) is a global minimizer of \( Q_{k,t}(x^t) \) and \( Q_{k,t}(x^t) = 0 \), we have that \( Q_{k,t}(x_{\text{trial}}) \) is negative for all \( t \geq 0 \). Then, by the definition (15), \( Q_{k,t}(x_{\text{trial}}) \) is always negative. But the first-order terms of \( Q_{k,0}(x) \) are the same as the first-order terms of \( f(x) - f(x^t) \), therefore the fact that \( Q_{k,0}(x_{\text{trial}}) \) is negative forces that \( f(x) - f(x^t) \) is also negative (with the same order of its linear and quadratic approximations) if \( t_{\text{trial}} \) is close enough to \( x^t \). Since the effect of the penalty regularizing parameter \( t \) is to reduce the distance between \( x_{\text{trial}} \) and \( x^t \), it turns out that, for \( t \) large enough, the sufficient descent condition (17) necessarily holds. This means that the iteration will finish after increasing \( t \) a finite number of times.

Now let us give the main ideas of the global convergence proof. Note that the existence of limit points is guaranteed by the compactness of \( \mathcal{R} \), so it must only be justified the fact that every limit point is stationary.

In Proposition B.1 we will prove that the subproblem (16) is equivalent to the following trust-region subproblem

\[
\text{Minimize } Q_{k,0}(x) \text{ subject to } x \in \mathcal{R},
\]

and

\[
(x - x^t)^T A(x - x^t) \leq \Delta
\]

for an adequate trust-region radius \( \Delta \) that depends on \( t \). When \( t \) is increased, \( \Delta \) decreases and \( \Delta \) tends to zero when \( t \) tends to infinity. The restriction \((x - x^t)^T A(x - x^t) \leq \Delta \) is a typical trust-region constraint in the sense that it defines a ball with respect to the distance defined by the matrix \( A \).

(Balls with respect to this distance are ellipsoids in \( \mathbb{R}^n \).) Due to this equivalence, the convergence theory of the algorithm is essentially reduced to the theory of convergence of trust-region methods on arbitrary domains given in Ref. 22. Several technical aspects of this equivalence are given in Appendix B.

The main ideas in the theory of convergence of trust-region methods in arbitrary domains\(^{22} \) are the following:

1. At each iteration a quadratic model of the objective function is minimized on the intersection of a (not necessarily Euclidian) ball and the feasible region. The initial trust-region radius at each iteration must be greater than a fixed radius \( \Delta_{\text{min}} \). If the trial point so far obtained is such that the decrease of the objective function is proportional to the decrease of the quadratic model, the trial point is accepted as new iterate. Otherwise, the trust-region radius is decreased. For global convergence it is essential that the amount of actual decrease must be proportional to the decrease of the quadratic model. The fact that \( f(x^{t+1}) < f(x^t) \) is not enough to guarantee convergence to stationary points since the sequence might approach indefinitely to a nonstationary point in spite of monotone decrease of the objective function.

2. For proving global convergence, an arbitrary sequence of iterates generated by the algorithm is considered. We deal with the theoretical case where there is no tolerance for the detection of a stationary point. In such a case, either the sequence stops abruptly when a stationary point is exactly found or the sequence has infinitely many terms. We want to prove that the limit point of any convergent subsequence, which we call \( x^* \), must be a stationary point. Recall that for each accepted point \( x^t \) belonging to the sequence, there exists a final trust-region radius \( \Delta_k \) and, therefore, there is also a sequence of accepted trust-region radii associated with the subsequence of iterates under consideration. Let us assume, by contradiction, that the limit point \( x^* \) is not stationary. There are two possibilities for the trust-region radii sequence:

   1. The trust-region radius \( \Delta_k \) tends to zero: The initial trust-region radius of each iteration is greater than a fixed quantity \( \Delta_{\text{min}} \). Therefore, if the accepted trust-region radius \( \Delta_k \) tends to zero, there exists also a sequence of nonaccepted trust-region radii that tends to zero. This means that even for arbitrarily small trust-regions, the actual reduction of the objective function would still be too small when compared to the predicted reduction of the quadratic model. This is impossible if \( x^* \) is not stationary, since the actual and predicted reductions must be similar for very small trust region radii (the quotient between them must converge to one).

   2. A subsequence of trust-region radius \( \Delta_k \) is bounded away from zero: Recall that the predicted reduction of the quadratic model around a nonstationary point is positive whenever the trust-region is greater than zero. Furthermore, the algorithm requires a constant proportionality between the actual reduction and the predicted reduction in order to accept a trial point. Therefore, the actual reduction of the objective function must also be positive for an iterate to be accepted. Then, since the subsequence of trust-region radii is bounded away from zero, the predicted and actual reductions are also positive and bounded away from zero infinitely many times. This implies that the objective function value tends to \( -\infty \), which is impossible since we assumed that the sequence tends to \( x^* \) and, then, the function value must tend to \( f(x^*) \).

   Hence, we have that both alternatives (a) and (b) are false. This is a contradiction that raised from the assumption that \( x^* \) is not stationary. Therefore, any limit point of a sequence of iterate generated by this algorithm must be stationary.

VI. NUMERICAL EXPERIMENTS

The (unaccelerated) GTR (global trust-region) method is given by Algorithm 5.1 with the choice \( x^{t+1} = x_{\text{trial}} \) in Eq. (18). In the accelerated version of the algorithm we take advantage of the freedom implicit in Eq. (18) and we choose \( x^{t+1} \) as an accelerated step that uses the previous iterates to improve \( x_{\text{trial}} \) minimizing a residual approximation on an appropriate subspace. In the experiments, we incorporate the DIIS acceleration scheme to the basic structure of GTR. The resulting algorithm will be called GTR+DIIS. As stated in Sec. V and proved in Appendix B, the theoretical convergence properties of GTR and GTR+DIIS are the same. In both cases limit points are (not necessarily Aufbau) Fock fixed points and the tendency to converge to Aufbau points comes from the fact that the first step of each iteration is the classical fixed-point iteration.

In GTR+DIIS the acceleration is used from the second iteration on. Therefore, the first extrapolation uses two re-
siduals. In the subsequent iterations the number of interpolating residuals is increased up to a maximum of 10. From then on, ten residuals are used. Moreover, residuals that correspond to points where energy increases are discarded for extrapolation purposes.

The classical fixed-point method will be called FP and its acceleration using DIIS (with the same number of residuals as GTR + DIIS) will be called, simply, DIIS.

The algorithmic parameters used were \( s_{\text{min}} = 0.01, \) \( s_{\text{max}} = 100, \) \( s_0 = 0.5, \) and \( a = 10^{-4}. \) The algorithms were stopped when the relative difference between two consecutive energies was smaller than \( 10^{-9}. \)

We used different types of initial points: diagonalized core Hamiltonians \( H, \) Huckel guesses provided by the GAMESS (Ref. 5) package for the same problem and (in some cases) the initial approximation induced by the Identity matrix is employed. These different initial approximations were chosen because they can be easily reproduced.

We used, for our tests, molecules with the geometries specified in Table I. The molecules CrC and Cr\(_2\) are known as having unstable convergence properties.\(^{4,15,17}\) Two CO geometries were chosen as examples since it is known that distorted geometries cause convergence difficulties.\(^3\) Finally, water and ammonia examples were introduced to illustrate how the trust-region algorithm behaves in situations where the classical algorithms are successful.

### A. Results

Table II shows that the number of iterations performed by FP and GTR on one side, and by DIIS and GTR + DIIS on the other side are the same for the water and ammonia examples. This is due to the fact that both the fixed-point iterations and the DIIS extrapolations are always successful in providing new trial points with a significantly lower energy. In that case, the reduction of the trust region is never needed and therefore the trust-region algorithms behave exactly as the supporting methods.

For the CO molecule with a STO-3G basis the classical FP method always fails to converge. The energy oscillates until the maximum number of iterations (5001) is achieved. For this example the DIIS method is very efficient, converging from any initial point in at most 11 iterations. The GTR method also converges in all cases, as expected, but it takes almost twice the number of iterations as DIIS and converges to a solution that does not satisfy the Aufbau principle when the initial point was derived from the Identity matrix. Finally, the accelerated GTR + DIIS method converges rapidly and with a few less iterations than DIIS, always to solutions that satisfy the Aufbau principle. In the distorted CO molecule the robustness of the trust-region algorithms becomes better illustrated. The FP method fails to converge in all cases. The DIIS method converges in 117 iterations to a point higher in energy than the solution found in 12 and 10 iterations by the algorithms.

### Table I. Geometry parameters of the molecules used in the examples.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Bond length (Å)</th>
<th>Angle</th>
<th>Dihedral</th>
</tr>
</thead>
<tbody>
<tr>
<td>CrC</td>
<td>2.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr(_2)</td>
<td>2.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>1.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO(Dist)</td>
<td>2.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H(_2)O</td>
<td>0.95(OH)</td>
<td>109°(HOH)</td>
<td></td>
</tr>
<tr>
<td>NH(_3)</td>
<td>1.008(NH)</td>
<td>109°(HNH)</td>
<td>120°(HNHH)</td>
</tr>
</tbody>
</table>

### Table II. Number of iterations performed by each algorithm in some test problems. FP: classical fixed-point algorithm; DIIS: the DIIS acceleration of Pulay; GTR: the global trust-region algorithm without acceleration; GTR + DIIS: the new trust-region algorithm accelerated by DIIS.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Basis</th>
<th>Initial point</th>
<th>Algorithm</th>
<th>FP</th>
<th>DIIS</th>
<th>GTR</th>
<th>GTR + DIIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>H(_2)O</td>
<td>STO-3G</td>
<td>( H_{\text{core}} )</td>
<td>FP</td>
<td>7</td>
<td>5</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>6-31G</td>
<td>( H_{\text{core}} )</td>
<td>FP</td>
<td>18</td>
<td>8</td>
<td>18</td>
<td>8</td>
</tr>
<tr>
<td>NH(_3)</td>
<td>STO-3G</td>
<td>( H_{\text{core}} )</td>
<td>FP</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>6-31G</td>
<td>( H_{\text{core}} )</td>
<td>FP</td>
<td>14</td>
<td>7</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>CO</td>
<td>STO-3G</td>
<td>( H_{\text{core}} )</td>
<td>( X^a )</td>
<td>11</td>
<td>7</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{Huckel} )</td>
<td>( X^b )</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{Identity} )</td>
<td>( X^c )</td>
<td>11</td>
<td>17(^{bc} )</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>CO(Dist)</td>
<td>STO-3G</td>
<td>( H_{\text{core}} )</td>
<td>( X^a )</td>
<td>117(^c )</td>
<td>12</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{Huckel} )</td>
<td>( X^a )</td>
<td>85</td>
<td>13</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6-31G</td>
<td>( H_{\text{core}} )</td>
<td>( X^a )</td>
<td>27(^c )</td>
<td>158</td>
<td>115</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{Huckel} )</td>
<td>( X^a )</td>
<td>36(^c )</td>
<td>384</td>
<td>59</td>
<td></td>
</tr>
<tr>
<td>Cr(_2)</td>
<td>STO-3G</td>
<td>( H_{\text{core}} )</td>
<td>( 52^{bc} )</td>
<td>13</td>
<td>56</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{Huckel} )</td>
<td>( 12^{c} )</td>
<td>33(^c )</td>
<td>398</td>
<td>134</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{Identity} )</td>
<td>( 7^{c} )</td>
<td>37</td>
<td>50(^c )</td>
<td>26(^c )</td>
<td></td>
</tr>
<tr>
<td>CrC</td>
<td>STO-3G</td>
<td>( H_{\text{core}} )</td>
<td>( X^a )</td>
<td>49</td>
<td>129</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{Huckel} )</td>
<td>( X^a )</td>
<td>180</td>
<td>40(^c )</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6-31G</td>
<td>( H_{\text{core}} )</td>
<td>( X^a )</td>
<td>19</td>
<td>102(^c )</td>
<td>29(^c )</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \text{Huckel} )</td>
<td>( X^a )</td>
<td>52(^c )</td>
<td>113(^c )</td>
<td>37</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) No convergence in 5001 iterations.
\(^b\) Converged to a point with Aufbau principle violation.
\(^c\) Converged to a higher energy than some of the other algorithms.
GTR and GTR + DIIS methods respectively when a STO-3G basis is used from a core Hamiltonian initial approximation. Using the Hückel approximation, DIIS converges to the lowest energy solution, but it takes 85 iterations against 13 and 15 iterations taken by GTR and GTR + DIIS, respectively. Finally, when using a larger 6-31G basis, DIIS converges fast but to points higher in energy than the ones obtained by the trust-region algorithms. We observe that the GTR method takes 384 iterations to converge from the Hückel initial approximation because its basic first-trial step is the classical fixed-point iteration which systematically fails for this problem.

For the Cr₂ molecule the DIIS method was more successful than the trust-region methods. We obtained convergence of all the instances, but the FP method converged to a point that lies 9.3 a.u. higher in energy than the solution found by the DIIS method. The differences in energy for the other solutions are of the order of $5 \times 10^{-6}$ a.u. In these cases, the DIIS method converged in at most 37 iterations whereas 398 and 134 iterations were needed to achieve convergence for the GTR and GTR + DIIS methods respectively from the Hückel guess. DIIS used fewer iterations when starting from the core Hamiltonian but more iterations than GTR + DIIS when starting from the Hückel guess. The pure GTR method employed significantly more iterations than both methods in all cases, and converged to a solution slightly higher in energy.

When using the STO-3G basis, the tests were more interesting and the results are highlighted in Fig. 2. Starting from the core Hamiltonian both FP and DIIS failed to converge, as can be seen in Fig. 2(a). The GTR method converged in 71 iterations to a higher-energy solution that does not satisfy the Aufbau principle and the GTR + DIIS method converged in 29 iterations to the lowest energy Aufbau solution. From the Hückel guess DIIS converged but not as fast as GTR + DIIS whereas GTR converged in significantly more iterations. See Fig. 2(b). Finally, from the Identity guess, DIIS oscillates at the beginning and stops oscillating probably thanks to numerical rounding errors. DIIS finally converges in 180 iterations, as shown in Fig. 2(c). GTR converges in 40 iterations to a solution higher in energy and GTR + DIIS method converges to the lowest energy solution in 36 iterations. This is an interesting example where the DIIS method fails to converge from one initial point while trust-region methods are successful.

It is worthwhile to highlight that the FP method fails to converge in 12 of 19 tests whereas the pure GTR method converged in all cases in spite of the fact that the first trial point computed at each iteration is identical to the fixed-point iteration. This fact illustrates the robustness of the trust-region strategy.

We note that for each iteration of the trust-region methods, more than one functional evaluation is needed when it is necessary to reduce the trust region. For this reason, in critical cases a small number of iterations of the trust-region method does not necessarily reflect a small computer time. However, since increasingly efficient linear-scaling procedures are continuously being developed for building Fock-matrices, reliability issues become more and more important. We claim that trust-region methods as the ones introduced here could be used as an automatic alternative to provide convergence for difficult problems when divergence or oscillatory behaviors are detected in other algorithms.

VII. CONCLUSIONS

We introduced a new trust-region algorithm for performing closed shell restricted Hartree–Fock electronic structure calculations. Global convergence was proved without any assumption on the sequence of iterates, thus showing that convergence must take place from any initial point. The method is also independent of any user-specified parameter. The trust-region method so far introduced uses the structure of the RHF problem to define the first trial point at each iteration, although this fact is not essential for global convergence properties. If the user chooses $type(k)=2$ for all $k$ when running Algorithm 5.1, a globally convergent algorithm is also obtained. The resolution of the subproblems associated with the reduction of the trust region are easy-to-compute projections. Due to these algorithmic features, the trust-region method is implementable. Numerical experiments show that the method is robust and behaves as predicted by theory. Convergence is obtained in all the examples in spite of the fact that the naive fixed-point iteration is used as the first step of the trust-region iteration. The new method may be very useful when convergence failures of other algo-
rithms are detected thus providing reliability for routine RHF calculations. Any heuristic, case-oriented, nonconvergent or weakly convergent though efficient method may be used at the acceleration phase of our algorithmic framework without affecting the global convergence properties. In this sense, the GTR approach may also be interpreted, not as a competitor of other methods but a safeguarding procedure for guaranteeing global convergence. We showed that its association with DIIS is profitable and, certainly, we expect that its hybridization with other methods (especially those that produce feasible iterates, as TRSCF) may be efficient. This is a very important feature when one deals with systems with complex wave-functions.

A particular case of Algorithm 5.1 consists in taking \( type(k) = 2 \) for all the iterations \( k \). In this simplified version the Hessian approximations are always chosen as \( B_k = \sigma_k A \). As a consequence, the subproblems (16) can always be solved using the (cheap) technique described in Sec. IV. The interesting fact about this version of the algorithm is that its implementation does not depend at all on the form of the objective function \( f(x) \). In other words, it can be applied without modifications to any problem with weighted orth-normality constraints. Therefore, the algorithm may be applicable to unrestricted Hartree–Fock, configuration interaction, density functional theory and semiempirical methods without major modifications. Moreover, the dependence of Algorithm 5.1 with respect to the form of the constraints lies on the fact that we have a reliable method for solving the subproblems (16). The algorithm may also be applied to other types of constraints, provided that good methods for solving the subproblems are available.

We believe that the efficiency of the algorithm of Thogersen et al.\(^1\) and the robustness and theoretical framework of our GTR approach provide a great support to the implementation and further development of trust-region strategies for electronic structure calculations.
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\section*{APPENDIX A: DEFINITIONS AND NOTATION}

\subsection*{1. The Fock matrix}

Given the definitions of \( N \) and \( M \) given in Sec. III the precise dependence of the Fock matrix with respect to \( X \) is as follows:\(^{1,13} \) Let \( \{g_1, \ldots, g_K\} \subset C^2(\mathbb{R}^3) \) be a set of linearly independent functions (the basis set), with \( K \geq N \). We assume that, for all \( \mu, \nu, \sigma, \lambda \in \{1, \ldots, K\} \), the following quantities are well defined:

\[
(\mu \nu | \sigma \lambda) = \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} g_\mu(r_1) g_\nu(r_1) \frac{1}{\|r_1 - r_2\|} \times g_\sigma(r_2) g_\lambda(r_2) dr_1 dr_2.
\]

We define, for all \( \mu, \nu, \sigma, \lambda \),

\[
B_{\mu \lambda}^{\nu \sigma} = 2(\mu \nu | \sigma \lambda) - (\mu \lambda | \sigma \nu).
\]

For all \( X \in \mathbb{R}^{K \times N} \) \( (X = (X_{ij})) \) we define \( G(X) \in \mathbb{R}^{K \times K} \) by

\[
G(X)_{\mu \nu} = \sum_{b=1}^{N} \sum_{\sigma, \lambda = 1}^{K} B_{\mu \lambda}^{\nu \sigma} X_{\sigma b} X_{\lambda b} \quad \text{for all } \mu, \nu = 1, \ldots, K.
\]

The Fock matrix \( F(X) \in \mathbb{R}^{K \times K} \) is given by

\[
F(X) = H + G(X),
\]

where \( H \) is the core Hamiltonian matrix with elements

\[
H_{\mu \nu} = \int_{\mathbb{R}^3} g_\mu(r)[h(g_\nu)] dr,
\]

and the core Hamiltonian operator \( h \) is given by

\[
h(\varphi)(r) = -\frac{1}{2} \nabla^2 \varphi(r) - \sum_{j=1}^{N} \frac{Z_j}{\|r - r_j\|} \varphi(r).
\]

\section*{2. Notation}

(1) If \( f \) is a real-valued function of \( n \) variables, we denote \( g(x) = \nabla f(x) \) and \( g^k = g(x^k) \) for \( x \in \mathbb{R}^n, x^k \in \mathbb{R}^n \).

(2) \( C^2(\mathbb{R}^3) \): the set of twice continuously differentiable functions \( \varphi: \mathbb{R}^3 \rightarrow \mathbb{R} \).

(3) The transpose of a real matrix \( A \) will be denoted \( A^T \). The identity matrix will be denoted \( I \). The Frobenius norm of \( A \) is denoted \( ||A||_F \).

(4) A square matrix \( C \) will be said unitary if \( C^T C = C C^T = I \).

(5) \( \delta_{ij} \) denotes the Kroenecker symbol. \( (\delta_{ij} = 1 \text{ if } i = j, \text{ 0 otherwise}) \)

(6) If \( X = (X_1, \ldots, X_N) \in \mathbb{R}^{K \times N} \) and \( j \in \{1, \ldots, N\} \), we define

\[
\frac{\partial E_{\text{SCF}}(X)}{\partial X_j} = \begin{bmatrix}
\frac{\partial E_{\text{SCF}}(X)}{\partial X_{ij}} \\
\frac{\partial E_{\text{SCF}}(X)}{\partial X_{2j}} \\
\vdots \\
\frac{\partial E_{\text{SCF}}(X)}{\partial X_{Kj}}
\end{bmatrix}.
\]

\section*{APPENDIX B: GLOBAL CONVERGENCE RESULTS}

In this appendix we give a rigorous proof that Algorithm 5.1 is globally convergent. We strongly rely on the theory developed in Ref. 22. As in Ref. 22, the optimization problem to which the trust-region algorithm applies will be quite general. We will define Algorithms B.1 and B.2. Algorithm B.1 is, essentially, the trust-region Algorithm 2.1 of Ref. 22 with slight differences that favor its application to our problem. Algorithm B.2 is a Levenberg-Marquardt\(^{19} \) modification of Algorithm B.1. In the Levenberg-Marquardt regularization
approach the trust-region constraint is replaced by a penalty term added to the objective function of the subproblem. In this way, trust-region subproblems become easily solvable. Finally, we will see that Algorithm 5.1 is a particular case of Algorithm B.2.

1. General assumptions on the problem

Consider the problem

\[ \text{Minimize } f(x) \text{ subject to } x \in \mathcal{R}, \quad (B1) \]

where \( f: \mathbb{R}^n \to \mathbb{R} \). Assume that \( \mathcal{R} \) is closed, \( f \) is differentiable and

\[ \| \nabla f(y) - \nabla f(x) \|_2 \leq L \| y - x \|_2 \]

for all \( x, y \) belonging to open and convex set that contains \( \mathcal{R} \).

The feasible set \( \mathcal{R} \) is defined by a finite set of smooth algebraic equations and inequations. We assume that all the points of \( \mathcal{R} \) are regular, which means that the gradients of the active constraints are linearly independent at every feasible point. Under this condition (see Ref. 34, p. 314) every local minimizer of Eq. (B1) satisfies the Karush–Kuhn–Tucker (KKT) optimality conditions. Points in \( \mathcal{R} \) that satisfy KKT are said to be stationary.

2. Trust-region algorithm

Let \( \| \cdot \|_A \) denote an arbitrary norm on \( \mathbb{R}^n \). Let \( \alpha \in (0, 1/2) \), \( M > 0 \), \( B_k \) symmetric and

\[ \| B_k \|_2 \leq M \quad \forall k \in \mathbb{N}. \]

For all \( k \in \mathbb{N} \), let \( \{ \Delta_k, \ell \}_{\ell \in \mathbb{N}} \subset \{ t \in \mathbb{R} | t > 0 \} \) be such that

\[ \lim_{\ell \to \infty} \Delta_k, \ell \to 0. \]

(Neither the matrices \( B_k \) nor the sequences of trust-region radius \( \{ \Delta_k, \ell \}_{\ell \in \mathbb{N}} \) need to be computed in advance, but only at the steps of the algorithm where they are used.)

The algorithm described below is, essentially, Algorithm 2.1 of Ref. 22 with a more liberal choice of the trust-region radius \( \Delta_k, \ell \) and a stricter resolution of quadratic subproblems.

a. Algorithm B.1

Step 1. Choose \( x^0 \in \mathcal{R} \) and set \( k \leftarrow 0 \).

Step 2. Set \( \ell \leftarrow 0 \).

Step 3. Compute a global solution \( \tilde{x}_k(\Delta_k, \ell) \) of

\[ \begin{align*}
\text{Minimize} & \quad \psi_k(s) = \frac{1}{2} s^T B_k s + g_k^T s \\
\text{subject to} & \quad x^k + s \in \mathcal{R}, \\
& \quad \| s \|_A \leq \Delta_k, \ell \end{align*} \]

(B2)

If \( \psi_k(\tilde{x}_k(\Delta_k, \ell)) = 0 \), terminate the execution of the algorithm.

Step 4. If

\[ f(x^k + \tilde{x}_k(\Delta_k, \ell)) \leq f(x^k) + \alpha \psi_k(\tilde{x}_k(\Delta_k, \ell)), \]

(B3)

define

\[ s_k = \tilde{x}_k(\Delta_k, \ell), \Delta_k = \Delta_k, \ell, \text{acc}(k) = \ell, \]

compute \( x^{k+1} \in \mathcal{R} \) such that

\[ f(x^{k+1}) \leq f(x^k + s_k), \quad (B4) \]

set \( k \leftarrow k + 1 \) and go to step 2.

If Eq. (B3) does not hold, set \( \ell \leftarrow \ell + 1 \) and go to step 3.

Remarks. In Algorithm 2.1 of Ref. 22 the subproblems (B2) do not need to be solved accurately. Instead, each subproblem resolution is preceded by the minimization of a simple majorizing quadratic of the form \( Q_k(s) = (1/2) M \| s \|_2^2 + g_k^T s \) and, after that, a trial point such that \( \psi_k(\tilde{x}_k(\Delta_k, \ell)) \leq Q_k(s^0_k(\Delta_k, \ell)) \) is taken. Of course, if the trial increment is a global solution of Eq. (B2), the requirements of Algorithm 2.1 of Ref. 22 are also satisfied.

Observe that the condition (B4) has the same meaning and interpretation as the condition (18) in Algorithm 5.1.

The global convergence theory of a minimization algorithm usually involves two steps. First, one proves that the algorithm is well defined. This means that, unless the current point is stationary (generally, a solution) an iteration necessarily finishes in finite time obtaining a new iterate. The second step consists in showing that all the limit points of the sequence generated by the algorithm are stationary points and, of course, that such limit points exist. In this way, it can be guaranteed that stationary points are necessarily found up to any desired precision. Recall that, in our case, stationary points coincide with Fock fixed points.

Since Algorithm B.1 is based on Algorithm 2.1 of Ref. 22, the following results are true:

Theorem B.1. If Algorithm B.1 terminates at step 3, then \( x^k \) is stationary.

Proof. See Theorem 2.2 of Ref. 22.

Theorem B.2. If \( x^k \) is not a stationary point of Eq. (B1), then Eq. (B3) holds for \( \ell \) large enough, and, so, \( x^{k+1} \) is well defined.

Proof. See Theorem 2.3 of Ref. 22.

For proving global convergence of Algorithm B.1 we need an additional assumption. Assumption A says that the sequences \( \{ \Delta_k, \ell \}_{\ell \in \mathbb{N}} \) should not converge to 0 too fast. As a consequence, a “very small” accepted trust-region radius is necessarily preceded by a small trust-region radius for which the algorithm usually involves two steps. First, one proves that the algorithm is well defined. This means that, unless the current point is stationary (generally, a solution) an iteration necessarily finishes in finite time obtaining a new iterate. The second step consists in showing that all the limit points of the sequence generated by the algorithm are stationary points and, of course, that such limit points exist. In this way, it can be guaranteed that stationary points are necessarily found up to any desired precision. Recall that, in our case, stationary points coincide with Fock fixed points.

Assumption A. If \( K \subset \mathbb{N} \) is an infinite sequence of indices such that

\[ \lim_{k \to \infty} x_k = x^*_k, \quad \forall k \in K \]

and

\[ \lim_{k \to \infty} \Delta_k = 0, \quad \forall k \in K \]

then, either \( x^*_k \) is a stationary point of Eq. (B1) or

\[ \lim_{k \to \infty} \Delta_k, \text{acc}(k) - 1 = 0. \]

In Algorithm 2.1 of Ref. 22 Assumption A is guaranteed taking

\[ \Delta_{k,0} > \Delta_{\text{min}}> 0, \quad (B5) \]

and

\[ \Delta_{k, \ell + 1} \in [\tau \Delta_{k, \ell}, \tau^{\ell} \Delta_{k, \ell}], \quad \forall \ell \in \mathbb{N} \]

(B6)
for all \( k \in \mathbb{N} \), where \( \Delta_{\text{min}} > 0 \) and \( 0 < \tau < \tau_{\text{max}} < 1 \).

**Theorem 3.** Assume that Assumption A holds. Let \( \{x^k\} \) be a sequence generated by Algorithm B.1 and let \( x^*_\infty \) be a limit point. Then, \( x^*_\infty \) is stationary.

**Proof.** All the arguments in the proof of Theorem 3.2 of Ref. 22 hold replacing the requirements (B5) and (B6) by Assumption A.

\[
\text{Proof.}
\]

\[
\text{Proof.}
\]

\[
\text{Proof.}
\]

\[
\text{Proof.}
\]

3. Levenberg–Marquardt-like algorithm

The Levenberg–Marquardt (LM) or regularization approach is often used to enhance convergence properties of unconstrained (and some constrained) minimization algorithms based on sufficient decrease of the objective function. The connections of regularization approaches with trust-region ones are well known. See Ref. 19 and references therein. Briefly speaking, regularization parameters are the Lagrange multipliers of trust-region subproblems. In this section we define LM-like algorithms associated with the trust-region methods of Sec. B, we prove that they have similar global convergence properties and we introduce the LM version of the trust-region method.

Let \( \alpha \in (0,1/2) \), \( 0 < \sigma_{\text{min}} < \sigma_{\text{max}} < \infty \), \( 1 < \tau_{\text{min}} < \tau_{\text{max}} < \infty \), and \( A \in \mathbb{R}^{n \times n} \) be symmetric and positive definite. Define

\[
B = \{ B \in \mathbb{R}^{n \times n} | B = B^T, \| B \|_2 \leq M \}.
\]

**a. Algorithm B.2**

**Step 1.** Choose \( x^0 \in \mathcal{R} \) and set \( k \leftarrow 0 \).

**Step 2.** Choose \( B_k \in B \), \( \sigma_k \in [\sigma_{\text{min}}, \sigma_{\text{max}}] \). Set \( \ell \leftarrow 0 \), \( t_{k,0} = 0 \).

**Step 3.** Define, for all \( s \in \mathbb{R}^n \),

\[
Q_{k,\ell}(s) = (g^k)^T s + \frac{1}{2} s^T (B_k + t_{k,\ell} \sigma_k A) s.
\]

**Step 4.** Compute \( \delta(t_{k,\ell}) \), a global solution of

**Minimize** \( Q_{k,\ell}(s) \) **subject to** \( x^k + s \in \mathcal{R} \).

**Step 5.** If \( Q_{k,\ell}(\delta(t_{k,\ell})) = 0 \) terminate the execution of the algorithm.

If \( f(x^k + \delta(t_{k,\ell})) \leq f(x^k) + \alpha Q_{k,\ell}(\delta(t_{k,\ell})) \),

set \( \text{acc}(k) = \ell \), \( t_{k,\ell} = t_{k,\ell+1} \), compute \( x^{k+1} \in \mathcal{R} \) such that

\[
f(x^{k+1}) \leq f(x^k + \delta(t_{k,\ell})).
\]

set \( k \leftarrow k + 1 \) and go to step 2.

If Eq. (B9) does not hold, then, if \( \ell = 0 \) take \( t_{k,\ell+1} = 0 \). If \( \ell > 0 \), take \( t_{k,\ell+1} \epsilon [\tau_{\text{min}} t_{k,\ell}, \tau_{\text{max}} t_{k,\ell}] \). Set \( \ell \leftarrow \ell + 1 \) and go to step 3.

From now on, we define

\[
\| s \|_A = \sqrt{\tau_{\text{max}} Z}, \quad \forall s \in \mathbb{R}^n.
\]

The relation between the LM-like iteration defined by Algorithm B.2 and a trust-region iteration is given by the following proposition.

**Proposition B.1.** Assume that \( \delta(t_{k,\ell}) \) is a solution of Eq. (B8) and \( s_{\text{trust}} \) is a solution of

\[
\text{Minimize } Q_{k,0}(s) \quad \text{subject to } x^k + s \in \mathcal{R}, \quad \| s \|_A = \| \delta(t_{k,\ell}) \|_A.
\]

Then, \( s_{\text{trust}} \) is a global solution of Eq. (B8) and \( \delta(t_{k,\ell}) \) is a global solution of Eq. (B11).

**Proof.** For \( \ell = 0 \) the proof is trivial. Suppose that \( \ell > 0 \).

Since \( s_{\text{trust}} \) is a minimizer of Eq. (B11) and \( \delta(t_{k,\ell}) \) is a feasible point of Eq. (B11), we have

\[
Q_{k,0}(s_{\text{trust}}) \leq Q_{k,0}(\delta(t_{k,\ell})).
\]

But, since \( \| s_{\text{trust}} \|_A = \| \delta(t_{k,\ell}) \|_A \),

\[
\frac{1}{2} s_{\text{trust}}^T \sigma_k A s_{\text{trust}} \leq \frac{1}{2} \delta(t_{k,\ell})^T \sigma_k A \delta(t_{k,\ell}).
\]

Adding Eqs. (B12) and (B13), we get

\[
Q_{k,\ell}(s_{\text{trust}}) = Q_{k,0}(s_{\text{trust}}) + \frac{1}{2} \delta(t_{k,\ell})^T \sigma_k A \delta(t_{k,\ell}) \leq Q_{k,0}(\delta(t_{k,\ell})) + \frac{1}{2} \delta(t_{k,\ell})^T \sigma_k A \delta(t_{k,\ell}) = Q_{k,\ell}(\delta(t_{k,\ell})).
\]

So, \( s_{\text{trust}} \) is a global solution of Eq. (B8). For the second part of the thesis, note that, if \( \delta(t_{k,\ell}) \) is not a global solution of Eq. (B11) we have

\[
Q_{k,0}(s_{\text{trust}}) < Q_{k,0}(\delta(t_{k,\ell})).
\]

Therefore, \( s_{\text{trust}} \) would not be a global solution of Eq. (B8). This completes the proof.

By Proposition B.1, defining

\[
\Delta_{k,\ell} = \| \delta(t_{k,\ell}) \|_A
\]

and

\[
\psi_k(s) = Q_{k,0}(s) \quad \forall s \in \mathbb{R}^n,
\]

Algorithm B.2 has exactly the same form as Algorithm B.1. For proving that it has the same global convergence properties it remains to prove that \( \Delta_{k,\ell} \) is such that, for fixed \( k \), \( \Delta_{k,\ell} \) tends to \( \infty \) if \( \ell \) tends to infinity and that Assumption A holds. This is done in the following two lemmas.

**Lemma B.1.** Assume that, at some iteration \( k \) of Algorithm B.2, \( \ell \) tends to infinity and \( \Delta_{k,\ell} \) is defined by Eq. (B15). Then,

\[
\lim_{\ell \rightarrow \infty} \Delta_{k,\ell} = 0.
\]

**Proof.** Since \( \tau_{\text{min}} > 1 \), the fact that \( \ell \) tends to infinity implies that \( t_{k,\ell} \) tends to infinity too.

Since \( Q_{k,\ell}(0) = 0 \) and \( \delta(t_{k,\ell}) \) is a global minimizer of \( Q_{k,\ell}(s) \) we have that

\[
Q_{k,\ell}(\delta(t_{k,\ell})) \leq 0 \quad \forall \ell.
\]

So,
\[
(g^k)^T \delta(t_k, \ell) + \frac{1}{2}(t_k, \ell)^T (B_k + t_k, \ell \sigma_k A) \delta(t_k, \ell) \leq 0.
\]

Therefore,
\[
\frac{t_k, \ell \sigma_k}{2} \delta(t_k, \ell)^T A \delta(t_k, \ell) \leq -(g^k)^T \delta(t_k, \ell) - \frac{1}{2} \delta(t_k, \ell)^T B_k \delta(t_k, \ell) \leq \|g(x^k)\|_2 \|\delta(t_k, \ell)\|_2^2 + \frac{M}{2} \|\delta(t_k, \ell)\|_2^2.
\]

Since \( R \) is bounded, the right-hand side of this inequality is bounded independently of \( \ell \). But, since \( t_k, \ell \to \infty \) and \( \sigma_m \leq \sigma_k \leq \sigma_m \), we have that
\[
\lim_{\ell \to \infty} \|\delta(t_k, \ell)\|_2 \delta(t_k, \ell) = 0.
\]

So,
\[
\lim_{\ell \to \infty} \Delta_k, \ell = 0
\]
as we wanted to prove. \( \square \)

\textbf{Lemma 2.2.} Assume that \( \{x^k\} \) is an infinite sequence generated by Algorithm B.2 and \( \Delta_k, \ell \) is defined by Eq. (B15). Then, Assumption A holds.

\textbf{Proof.} Let \( K_1 \) be an infinite subset of \( \mathbb{N} \) such that
\[
\lim_{k \in K_1} x^k = x^*_B.
\]

and
\[
\lim_{k \in K_1} \Delta_k, k = 0.
\]

We consider two possibilities:

1. There exists an infinite subset \( K_2 \subset K_1 \) such that \( t_k \to t_{k, acc}(k) \) is bounded.

2. \( \lim_{k \in K_1} t_k = \infty \).

Assume first that \( \{t_k\}_{k \in K_1} \) is bounded. Then, there exists \( K_3 \), an infinite subsequence of \( K_2 \), such that
\[
\lim_{k \in K_3} B_k + \sigma_k t_k A = B + \sigma t A = \bar{B}.
\]

Let \( s \in \mathbb{R}^n \) be such that \( x^*_B + s \in R \). Then, for all \( k \in K_3 \), we have that
\[
(g^k)^T \delta(t_k) + \|s\| \delta(t_k) + t_k \sigma_k A) \delta(t_k) \leq \delta(t_k) + t_k \sigma_k A) \delta(t_k) \leq \delta(t_k) + t_k \sigma_k A) \delta(t_k).
\]

So, taking limits for \( k \in K_3 \) and using that
\[
\lim_{k \in K_3} \|\delta(t_k)\|_2 = \lim_{k \in K_3} \Delta_k, k = 0,
\]

we obtain
\[
\delta(t_k, \ell) + \|s\| \delta(t_k, \ell) + t_k \sigma_k A) \delta(t_k, \ell) = 0.
\]

for all \( s \in \mathbb{R}^n \) such that \( x^*_B + s \in \mathbb{R} \). Therefore, \( 0 \in \mathbb{R}^n \) is a minimizer of \( g(x^*_B)^T s + \frac{1}{2}\|s\|^2 B \bar{s} \) subject to \( x^*_B + s \in \mathbb{R} \). Since \( x^*_B \) is regular, the KKT conditions for this problem hold and, since these KKT conditions are the same as the KKT conditions of Eq. (B1), \( x^*_B \) is stationary.

Now, assume that \( \lim_{k \in K_1} t_k = \infty \). Since \( t_k \to t_{max, acc}(k) - 1 \) we have that
\[
\lim_{k \in K_1} t_{k, acc}(k) - 1 = \infty.
\]

Since \( Q_{k, t_{k, acc}(k) - 1}(0) = 0 \) and \( \delta(t_{k, acc}(k) - 1) \) is a global minimizer of \( Q_{k, t_{k, acc}(k) - 1}(s) \) we have
\[
Q_{k, t_{k, acc}(k) - 1}(\delta(t_{k, acc}(k) - 1)) \leq 0 \quad \forall k \in K_1.
\]

So
\[
(g^k)^T \delta(t_{k, acc}(k) - 1) + \|s\| \delta(t_{k, acc}(k) - 1) + (B_k + t_{k, acc}(k) - 1 \sigma_k A) \delta(t_{k, acc}(k) - 1) = 0 \quad \forall k \in K_1.
\]

Therefore, for all \( k \in K_1 \),
\[
\frac{t_k - 1 \sigma_k}{2} \delta(t_{k, acc}(k) - 1)^T A \delta(t_{k, acc}(k) - 1) \leq -(g^k)^T \delta(t_{k, acc}(k) - 1) - \|s\| \delta(t_{k, acc}(k) - 1)^T B_k \delta(t_{k, acc}(k) - 1) \leq \|g(x^k)\|_2 \|\delta(t_{k, acc}(k) - 1)\|_2^2 + \frac{M}{2} \|\delta(t_{k, acc}(k) - 1)\|_2^2.
\]

Since \( R \) is bounded, the right-hand side of this inequality is bounded too. But, since \( t_{k, acc}(k) - 1 \to \infty \) and \( \sigma_m \leq \sigma_k \leq \sigma_m \), we have that
\[
\lim_{k \in K_1} \|\delta(t_{k, acc}(k) - 1)\|_2 \delta(t_{k, acc}(k) - 1) = 0.
\]

So,
\[
\lim_{k \in K_1} \Delta_{k, acc}(k) - 1 = 0
\]
as we wanted to prove. \( \square \)

We proved that Algorithm B.2 is a particular case of Algorithm B.1 and that Assumption A is satisfied. Therefore, by Theorem B.2, the following global convergence theorem also holds.

\textbf{b. Theorem B.3}

1. If Algorithm B.2 terminates at step 4, then \( x^k \) is a stationary point of Eq. (B1).

2. If \( x^k \) is not a stationary point of Eq. (B1), then Eq. (B9) holds for \( \ell \) large enough, and, so, \( x^{k+1} \) is well defined.

3. Let \( \{x^k\} \) be a sequence generated by Algorithm B.2. Then, \( \{x^k\} \) admits at least one limit point and every limit point is stationary.

So far, we defined a globally convergent method for solving nonlinear programming problems [Eq. (B1)] such that all the iterates are feasible points \( x^k \in \mathbb{R} \) and \( f(x^{k+1}) < f(x^k) \) for all \( k \). Algorithm B.2 tends to be more easily implementable than Algorithm 2.1 of Ref. 22 because in the latter the feasible set of the subproblems is the intersection of \( R \) with a trust-region ball whereas in Algorithm B.2 the feasible region of the subproblems is \( R \). However, in many general nonlinear programming problems, even subproblem (B8) can be very difficult (perhaps, as difficult as the original problem). In our case, with the appropriate definition of \( B_k \), subproblems (B8) are easy and, so, the Levenberg–Marquardt (LM)-like algorithm becomes attractive.

Algorithm V.1 shares the same theoretical properties of Algorithm B.2, as stated in the following theorem.
c. Theorem B.4

(1) If Algorithm 5.1 terminates at step 4, then \( x^k \) is a stationary point of Eq. (1).

(2) If \( x^k \) is not a stationary point of Eq. (1) and \( \text{type}(k) = 2 \), then Eq. (17) holds for \( t \) large enough, and, so, \( x^{k+1} \) is well defined.

(3) Let \{\( x^k \)\} be a sequence generated by Algorithm 5.1. Then, \{\( x^k \)\} admits at least one limit point and every limit point is stationary.

Proof. Algorithm 5.1 is a particular case of Algorithm B.2. Then, the thesis follows from Theorem B.3.

\[ \square \]

APPENDIX C: RESOLUTION OF THE EASY SUBPROBLEMS

In this appendix we explain why the subproblems described in Sec. IV are computationally simple. We analyze the solution of Eq. (16) with \( \text{type}(k) = 2 \). Let \( \rho = 1 + t \). Then, the “easy” subproblem (16) is equivalent to

\[ \text{Minimize} \frac{2}{\sigma_{k}\rho}(g^{k})^{T}(x-x^{k})+(x-x^{k})^{T}A(x-x^{k}) \]

subject to \( x \in \mathcal{R} \).

We perform the following change of variables in \( \mathbb{R}^{n} \):

\[ y = A^{1/2}x \]

Consequently,

\[ x = A^{-1/2}y, \quad y_{k} = A^{1/2}x^{k}, \quad x^{k} = A^{-1/2}y^{k} \]

Moreover, writing

\[ Y_{i} = S^{1/2}X_{i}, \quad \forall i = 1, \ldots, N, \]

we also have

\[ Y_{i}^{k} = S^{1/2}X_{i}^{k}, \quad \forall i = 1, \ldots, N. \]

Let us write

\[ y = \begin{pmatrix} Y_{1} \\ \vdots \\ Y_{N} \end{pmatrix} \in \mathbb{R}^{KN}, \quad y_{k} = \begin{pmatrix} Y_{1}^{k} \\ \vdots \\ Y_{N}^{k} \end{pmatrix} \in \mathbb{R}^{KN}, \]

\[ Y = (Y_{1}, \ldots, Y_{N}) \in \mathbb{R}^{K \times N}, \quad Y_{k} = (Y_{1}^{k}, \ldots, Y_{N}^{k}) \in \mathbb{R}^{K \times N}. \]

So, the easy subproblem becomes

\[ \text{Minimize} \frac{2}{\sigma_{k}\rho}(g^{k})^{T}A^{-1/2}(y-y^{k}) + \|y-y_{k}\|^{2}_{2} \]

subject to \( Y^{T}Y = I_{N} \).

Calling

\[ \bar{g}_{k} = \frac{1}{\sigma_{k}\rho}A^{-1/2}g^{k}, \]

the easy subproblem is equivalent to

\[ \text{Minimize} \ 2\bar{g}_{k}^{T}(y-y_{k}) + \|y-y_{k}\|^{2}_{2} \text{ subject to } Y^{T}Y = I_{N}. \]

This is equivalent to

\[ \text{Minimize} \ \|y-(y_{k}-\bar{g}_{k})\|^{2}_{2} \text{ subject to } Y^{T}Y = I_{N}. \]

Let us write

\[ z_{k} = y_{k} - \bar{g}_{k} = \begin{pmatrix} Z_{1}^{k} \\ \vdots \\ Z_{N}^{k} \end{pmatrix} \in \mathbb{R}^{KN} \]

and

\[ Z = (Z_{1}^{k}, \ldots, Z_{N}^{k}) \in \mathbb{R}^{K \times N}. \]

Then the easy subproblem is

\[ \text{Minimize} \ \|Y-Z\|^{2}_{F} \text{ subject to } Y^{T}Y = I_{N}, \] (B16)

where \( \| \cdot \|_{F} \) denotes the Frobenius norm.

Assume that

\[ \bar{Z} = U\Sigma V^{T} \]

is the SVD decomposition of \( \bar{Z} \). Therefore, \( U \in \mathbb{R}^{K \times K} \) and \( V \in \mathbb{R}^{K \times N} \) are unitary and \( \Sigma \in \mathbb{R}^{K \times N} \) is diagonal. Since \( \|Q_{1}A_{1}\|_{F} = \|A_{2}Q_{2}\|_{F} = \|A\|_{F} \), whenever \( Q_{1} \) and \( Q_{2} \) are unitary, the easy problem is equivalent to

\[ \text{Minimize} \ \|U^{T}YV - \Sigma\|^{2}_{F} \text{ subject to } Y^{T}Y = I_{N}. \]

Write \( W = U^{T}YV \). The statements \( Y^{T}Y = I_{N} \) and \( W^{T}W = I_{N} \) are clearly equivalent, therefore the solution of the problem above is \( Y = UWV^{T} \), where \( W \) solves

\[ \text{Minimize} \ \|W - \Sigma\|^{2}_{F} \text{ subject to } W^{T}W = I_{N}. \]

A solution of this problem is the diagonal matrix \( W \in \mathbb{R}^{K \times N} \) that has 1’s on its diagonal. We will call \( I_{K \times N} \) this matrix for now on. So, the solution \( Y \) of Eq. (B16) is

\[ Y = UI_{K \times N}V^{T}. \]

Therefore, writing \( U = (U_{1}, \ldots, U_{K}) \), \( V = (V_{1}, \ldots, V_{N}) \) we have

\[ Y = U_{1}V_{1}^{T} + \cdots + U_{N}V_{N}^{T}. \]

Finally, the solution of the easy subproblem is

\[ X = S^{-1/2}Y. \]
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