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Abstract. This paper focuses on the classification of rail head defects,
through images acquired by a rail inspection vehicle. With this regards,
we discuss the use of a type-1 and singleton/non-singleton fuzzy logic
system to dealing with this problem, based on a numerical data set com-
posed of images provided by a Brazilian railway company, which covers
the four possible rail head defects (cracking, flaking, head check and
spalling). We use geometric correction through a two-dimensional affine
transformation and a gray level co-occurrence matrix to extract the fea-
tures to be used as an input of the classifiers. Finally, we present per-
formance analysis in terms of classification ratio and convergence speed.
The reported results show that the chosen non-singleton model result in
improved efficiency and it can be used to handle uncertainties associated
with this kind of problem.

Keywords: fuzzy logic systems, image processing, rail head, classifica-
tion, defects.

1 Introduction

Railways are a network of distributed rails which aims to connecting cities, states
and countries. In most cases, they have been used for heavy loads, what impacts
directly on rails, increasing its defects through material fatigue. Researches have
been made to solve relevant questions in railways. As consequence, there is a
increasing interest in transportation researchers to exploiting the feasibility of
applying image processing and computational intelligence paradigms to address
critical problems in order to improve the efficiency, safety, and environmental
compatibility of transportation systems. Some problems, as detection of surface
defects on rails, have been widely approached.

An intelligent vision detection system for discrete surface defects and fo-
cuses on image enhancement and automatic thresholding was discussed in [1].
Moreover, [2] proposed an automatic method for detecting one specific type of
railway surface defect called squats using axle box acceleration measurements



on trains. The authors in [3] presented and validated a fuzzy diagnosis method
based on image processing, basing in an evaluation and integration between im-
ages obtained from camera and depth data measured with laser meter. In [4]
is discussed an inspection method for rail surface defects based on automated
machine vision system, analyzing two kinds of defect images including spalling of
rail head and cracks in surface. In addition, [5] addresses the heavy rail surface
defect detection according to their characteristics, uneven brightness and noise,
and uses mathematical morphology of multi-scale and dual-structure elements
as detection bases. In [6], the authors presented a new vision based on inspection
technique for detecting special rolling contact fatigue defects that particularly
occur on rail head surface, implementing an automatic detection system.

Among all possible defects that can occur in a rail head, the four main ones
are cracking [7], flaking [8], head check and spalling [9]. A common aspect of
all previous works (see references [1]-[6]) is the focus on the detection of the
existence of a defect, and not on classify different types of defects, such as those
contemplated in this work. This work focuses on classify types of rail head surface
defects that are commonly studied due to its severity and occurrence: cracking,
flaking, head check and spalling. It is important to emphasize that the classifi-
cation of these specific types of defects and the normal condition by extracting
textures of rail head pictures is novel.

The main contributions of this work are summarized as follows:

– We approach four types of defects that can occur in a rail head surface. The
combined study of cracking, flaking head-check and spalling linked to rail
head surface has never been addressed before.

– We use geometric correction through a two-dimensional affine transformation
[10] to facilitate the image processing and a gray level co-occurrence matrix
(GLCM)to analyse textures on images [11, 12].

– We present performance analysis in terms of convergence speed, classifica-
tion ratio and efficiency by using a data set constituted by images acquired
from a rail inspection vehicle. Additionally, we show a comparative analy-
sis among the proposed models based on type-1 and singleton/non-singleton
FLS techniques trained by steepest descent method.

Our major conclusions are as follows:

– The two-dimensional affine transformation geometric correction and feature
extraction through GLCM is effective for the current application.

– The classification ratio yielded by the non-singleton model are higher than
those obtained with the singleton when a higher degree of uncetainties is
presented in the input data.

The rest of the paper is organized as follows: Section 2 deals with the problem
formulation. Section 3 discusses the results of computer simulations. Section 4
states the main conclusions regarding the proposals.



2 Problem Formulation

Among all possible defects that can occur on the rail head, the four main ones
are cracking, flaking, head check and spalling. Let A ∈ R

n×m be a matrix
constituted by elements of an image of the rail head. Figure 1 shows the paradigm
used for the classification of events. In the block “Geometric Correction”, P
refers to cracking, flaking, head check, spalling and normal condition of the rail
head. The block “Feature Extraction” provides extracted features Kpc

, Kpf
,

Kph
, Kps

and Kpn
vectors from P. The block “Classification”applies one of the

classification techniques discussed in this work to obtain the output vector S,
thereby identifying the type of defect. We use five independent classifiers, one
for each possible event.
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Fig. 1. Block diagram of the scheme for classification of events.

The classification of events in the matrix A can be formulated as a simple
decision between hypotheses related to the occurrence of the events covered in
this work, as shown below:

HA,0 : A = Acrack,

HA,1 : A = Aflak,

HA,2 : A = Ahead,

HA,3 : A = Aspall,

HA,4 : A = Anorm.

(1)

In which Acrack, Aflak, Ahead, Aspall and Anorm denotes the cracking, flaking,
head check, spalling and normal condition of the rail head, respectively.

The proposed model makes it possible to reduce the impact on trains oper-
ation and on preventive maintenance, since the interventions are performed at



specific sites where the defect was detected. The model responsible for classifying
the type of defect shall assist to:

– eliminate visual inspection of the rails and images acquired by the equipment;
– reduce the number of unproductive hours in maintenance, due to the knowl-

edge of defects before moving the maintenance team to the field;
– reduce the number of recurrent preventive interventions;
– increase productivity of rail operations, given the reduction in time of oper-

ational maintenance.

The classifiers used are based on type-1 and singleton fuzzy logic system
(FLS) [13, 14] and type-1 and non-singleton FLS. Next section develops the
latter FLS.

2.1 Geometric Correction

The geometric correction through a two-dimensional affine transformation [10]
aims to facilitate the image processing becoming the original image parallel to
Y axis of the cartesian coordinate system. The affine transformation consists of
a linear transformation followed by a translation. This transformation preserves
the parallelism property. If two lines are parallel before the transformation, these
lines are also parallel after processing.

2.2 Texture Feature Extraction Based On Gray Level

Co-Occurrence Matrix

The gray level co-occurrence matrix (GLCM) has been one of the most used
methods to analyze textures on images [11,12] and it is a two-dimensional depen-
dence matrix that considers the spatial relationship between neighboring pixels.
The GLCM describes the textures of the images based on the frequency in which
two gray levels separated by a distance d in a θ direction occur in the image.
The texture information of an image can be described by GLCM functions, as
shown below

G =















p(1, 1) p(1, 2) · · · p(1, n)

p(2, 1) p(2, 2) · · · p(2, n)

...
...

. . .
...

p(n, 1) p(n, 2) · · · p(n, n)















, (2)

where and p(i, j) denotes the value of the matrix element having index (i, j)
and n is the number of gray levels present in the image. For the construction of
a GLCM, we must define the spatial relationship composed by the distance d,
in pixel unit, and the adopted direction from the reference pixel, denoted by θ.
Figure 2 shows us the possible angles to be adopted from the reference pixel.
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Fig. 2. In addition to θ = 0◦, we can choose other three values to the reference angle.
Thus, the GLCM provided from Figure 2 has θ = {0◦, 45◦, 90◦, 135◦} and d = 4.
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Fig. 3. An example of GLCM construction from a small image, where d = 1, θ = 0◦

and the gray levels range from 1 to 8.

Figure 3 show us how is calculated an GLCM for d = 1 and θ = 0◦. The
element p(1, 1) contains the value 1 because there is only one instance in the
input image where two horizontally adjacent pixels have the values 1 and 1,
respectively. The element p(5, 7) contains the value 2 it has two instances where
two horizontally adjacent pixels have the values 5 and 7. Thus, each element
p(i, j) of the grey level co-occurrence matrix represents the instances there has
been a transition from gray level i to j considering the distance d between the two
neighboring pixels in the direction θ. The GLCM can be normalized by dividing
each entry by the number of neighboring resolution cell pairs. Each value is
the probability of a transition between gray levels under specified conditions
of distance and direction. Based on the co-occurrence matrices, the equations
(3)−(6) describing the energy (ASM), contrast (CON), correlation (COR) and
homogeneity (HOM), that aims to represent characteristic textures. Note that
µi, µj , σi and σj are the mean and standard deviation, respectively [11].

ASM(i, j) =

n
∑

i=1

n
∑

j=1

p(i, j)
2
, (3)



CON(i, j) =
n
∑

i=1

n
∑

j=1

(i− j)2p(i, j), (4)

COR(i, j) =

n
∑

i=1

n
∑

j=1

(i− µi)(j − µj)

σiσj

p(i, j), (5)

HOM(i, j) =

n
∑

i=1

n
∑

j=1

p(i, j)

1 + |i − j|
. (6)

2.3 Type-1 and Singleton Fuzzy Logic System

Considering singleton fuzzification, max-product composition, product implica-
tion and height defuzzifier and leaving open the choice of membership function,
it is simple to show that the output of a type-1 and singleton FLS is [14]:

fs(x) =
∑M

l=1
θlφl(x), (7)

where φl(x) is called fuzzy basis function (FBF) [14], that is given by:

φl(x) =
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Given a set of input-output pairs (x(q) : y(q)), where q denotes the qth iter-
ation and each iteration consists of the presentation of all samples, the problem
consists, in fact, of minimizing the following cost function [14]:

J(w(q)) =
1

2

[

fs(x
(q))− y(q)

]2

. (9)

The result is

mF l
k
(q + 1) = mF l

k
(q)− α

[

fs(x
(q))− y(q)

]

×

[

θl (q)− fs(x
(q))

]

[

x
(q)
k

−m
Fl
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(q)

]

σ2

Fl
k

(q)
φl(x

(q))
, (10)

θl(q + 1) = θl(q)− α
[

fs(x
(q))− y(q)

]

φl(x
(q)) (11)



and

σF l
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k
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k

(q)
φl(x

(q))
. (12)

Note that α ∈ R|0 ≤ α < 1 is the step size used to update parameters from
type-1 and singleton FLS.

2.4 Type-1 and Non-Singleton Fuzzy Logic System

Considering non-singleton fuzzification, max-product composition, product im-
plication and height defuzzifier and gaussian membership functions, the output
of a type-1 and non-singleton FLS is [14]

fns(x) =
∑M

l=1
θlφl(x), (13)

where φl(x) is called fuzzy basis function (FBF) [14] and is given by
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, (14)

where x ∈ RKp is the vector constituted by Kp elements,
∏

denotes the product
operator, mF l

k
and σF l

k
are the mean and variance associated to the k-th input

feature of the l-th rule. θl is the weight associated with the l-th rule, l = 1, . . . ,M .
σX is the variance associated to each input membership function. The subscript
“ns”in fns(x) informs that this is a non-singleton FLS. The equations for training
type-1 and non-singleton differ from those applied to type-1 and singleton due
to the presence of σX .

Consider a set of input-output pairs (x(q) : y(q)), where q denotes the qth iter-
ation. To obtain the suitable parameters of fns(x) for our classification problem,
the task is to minimize the following cost function [14]

J(w(q)) =
1

2

[

fns(x
(q))− y(q)

]2

. (15)

By applying steepest descent method, we obtain

mF l
k
(q + 1) = mF l

k
(q)− α

[

fns(x
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]

×
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]
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x
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(16)



θl(q + 1) = θl(q)− α
[
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]
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(q)), (17)
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and
σX(q + 1) = σX(q)− α
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(19)

3 Experimental Results

Performance analyses discussed in this section made use of measured data set
provided by MRS Loǵıstica (https://www.mrs.com.br/). The data set consists
of images captured by a camera attached to a special car service that runs the
permanent way. The images of the rail head are taken in the order of three
images per meter.

The acquired images fall within the following five classes: cracking, flaking,
head check, spalling and normal condition of the rail head. As a result, there are
88 images for each of the five classes. We show samples of such images in Figure
4.

(a) (b) (c) (d) (e)

Fig. 4. Typical samples for the five classes. a) Normal condition. b) Cracking. c) Flak-
ing. d) Head check. e) Spalling.

Each type-1 and singleton/non-singleton FLS is composed of four rules (M
= 4), two rules for the class that has the presence of the event and another two
for the class that does not have the presence of the event. The adopted step size
for type-1 and singleton/non-singleton FLS trained with the steepest descent
method is α = 0.0001. The performance gains in term of accuracy and conver-
gence speed are not relevant when M 6= 4 or α 6= 0.0001. We have initialized the
parameters of membership functions heuristically from the calculation of means
and variances of the features vector constituted by the elements extracted from

https://www.mrs.com.br/


the GLCM. Furthermore, we equally and randomly distributed the data set in
training and test sets and considered 100 epochs for the training phase.

Following the block diagram of the classification technique depicted in Figure
1, we adopted techniques for geometric correction through affine transformation
and feature extraction using GLCM. After evaluating the performance with dif-
ferent features extracted from GLCM, we chose θ = {0◦, 45◦, 90◦, 135◦}, d = 100
and use the obtained features as input of the proposed classifiers. For comparison
purpose, we implemented the type-1 and singleton/non-singleton FLS [13,14] in
order to classify defects in a rail head. Observing the block diagram in Figure 1,
that y(q) = 1 means that the matrix A, constituted by pixels of taken image of
the rail head is associated with the occurrence of the defect. On the other hand,
y(q) = −1 states that the matrix A is associated with the absence of defect.

3.1 Convergence Speed Analysis

Figure 5 shows the convergence speed for the normal condition, cracking, flaking,
head check and spalling classes.

Expressly it can be seen that the singleton model had a higher convergence
speed for the classification of normal condition and cracking events. For flaking
defect both classifiers had a pretty similar speed convergence, in contrast, for
head check and spalling classes the non-singleton FLS had a better performance
in this regard.

Looking for the spalling defect it can be noted a great difference between
the two curves, the singleton FLS presented a low performance in relation to the
non-singleton FLS for the event classification. This difference was due to a higher
degree of uncertainties associated with the measured data regarding to this class.
Thus the non-singleton model assumed a considerably higher performance when
data with associated uncertainties were presented to the classifiers.
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Fig. 5. Convergency speed for a) Normal Condition, b) Cracking, c) Flaking, d) Head
Check and e) Spalling.

3.2 Classification Rate Analysis

The numerical results presented in Table 1 indicates the correct classification
rates in terms of percentage for the type-1 and singleton/non-singleton FLS,
both the training phase and for the test phase. The efficiency ρ is the arithmetic
mean of the best achieved performances considering each event. We see that the
non-singleton model in addition to having a reasonable speed of convergence,
they provide higher efficiency when compared with the type-1 and singleton
FLS.



According to the results, the type-1 and singleton FLS had a similar classi-
fication rate for the normal condition and cracking events when compared with
type-1 and non-singleton FLS, with 100.0% of rate for both. Still analyzing Ta-
ble 1, we can note that the singleton model has a lower efficiency due to its low
rating fee to the spalling event caused by lack of performance when working with
data that present uncertainties.

Table 1. Classification Rate.

Events Singleton FLS Non-Singleton FLS

Training Test Training Test

Normal Condition 100.0 100.0 100.0 100.0
Cracking 100.0 100.0 100.0 100.0
Flaking 85.2 85.2 79.6 79.6
Head Check 80.7 80.7 87.5 87.5
Spalling 50.0 50.0 100.0 100.0

Efficiency (ρ) 83.2 83.2 93.4 93.4

4 Conclusions

In this work we discussed the use of image processing and computational intelli-
gence techniques, introducing the use of the type-1 and singleton/non-singleton
concept aiming to analyze theirs effectiveness to classify typical rail head de-
fects. The geometric correction through a two-dimensional affine transformation
and the extraction of GLCM-based features have proved to be relevant and have
contributed to consistency and a reduction in the dimensionality of the data to
be presented to the classifiers.

Considering a reduced number of epochs, the numerical results obtained
through the use of measured data set showed that both models discussed have
similar and relevant convergence speed. Additionally, the type-1 non-singleton
FLS model reached a higher classification rates than those obtained with the
type-1 singleton FLS, specially when there are uncertainties in the input data
and the number of epochs in the training phase is limited.

In all analyzed situations the non-singleton model turn out to be an attractive
option due to their high classification rate and efficiency reaching percentages in
the order of 93.4%. Additionally, it is notorious that non-singleton FLS handled
satisfactorily the presence of uncertainties in the measured data showing better
classification rates than singleton FLS, thus proving in fact be a attractive choice
for the rail head defect classification problem.



Future work is to prototype an equipment to be integrated into the existing
rail head supervision system in the company MRS Loǵıstica S.A. We intend to
improve the preprocessing of images, through the research of segmentation tools
and other techniques for feature extraction, in order to get a better performance.
Also, we plan to investigate the usefulness of non-singleton type-1 FLS to handle
the presence of uncertainty in the measured data set.
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