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Abstract. Plant taxonomy can be complex, time consuming, and impractical in 
the absence of leaves, fertile branches, flowers and fruits. Thus, species 
identification from texture in trunk images can be an alternative. However, 
patterns recognition with hard boundaries has caused low performance when 
samples have features belonging to more than one species. Therefore, a fuzzy 
approach was developed, aiming evaluate its performance in the identification 
of 11 tree species. Co-occurrence descriptors were extracted from grayscale 
images, and a principal component analysis was performed to avoid redundant 
information. Then, texture patterns were defined using soft boundaries by 
gaussian curve membership function. Moreover, we proposed a procedure to 
progressive addition of fuzzy patterns during the training, in order to improve 
performance. As a result, accuracy of 0.86 during hold-out validation was 
achieved. From these findings, we concluded that the fuzzy approach can be a 
promising strategy to species identification aided by computational intelligence.  

Keywords: Image processing; Fuzzy classifier; Principal component analysis; 
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1   Introduction 

Computational intelligence has been widely applied in various fields, such as medical 
diagnostics, industrial process, precision agriculture and environmental management 
[1, 2, 3]. On the other hand, tree species identification using computer methods, such 
as pattern recognition in digital images, still is recent and with many issues to 
overcome [4, 5]. For instance, current methods focus on the digital image processing 
of tree leaves [6, 7, 8, 9, 10], but many species lose their leaves at some seasons of the 
year. 

Using trunk images can be an alternative, but there is fewer studies reported in 
literature [11]. Moreover, classification based on patterns with hard boundaries 
(classical sets) has caused low performance when the samples have features belonging 
to more than one species, i.e., causing the pattern classes to overlap [12]. 



In similar situations, where this overlap leads to an ambiguity in object recognition, 
defining the patterns by means of soft boundaries (fuzzy sets) can be an alternative 
[13]. Thus, a fuzzy classifier could assign a sample into one or more classes (tree 
species), but with certain degree of membership, supporting its identification. 

Therefore, the main purpose of present study was to evaluate the fuzzy pattern 
recognition applied to tree species identification from texture features in trunk 
images.  

2   Experimental 

2.1   Texture feature extraction from tree trunk images 

Tree trunk images (2560 x 1920 pixels) of 11 species from the Brazilian deciduous 
native forest were used: Anadenanthera falcata (Af), Gochnatia polymorpha (Gp), 
Cedrela fissilis (Cf), Chorisia speciosa (Cs), Schizolobiun parahyba (Sp), Caesalpinia 
ferrea (Ca), Hymenaea courbaril (Hc), Inga vera (Iv), Erythrina speciosa (Es), 
Tabebuia roseo-alba (Tr), and Centrolobium tomentosum (Ct).  

Images were obtained using a digital camera, taken at different heights of the 
trunk, all around the trees. Then, a central area was cut from each image, and using a 
moving mask (512 x 512 pixels) the samples were thus obtained. Instances of samples 
for each of the 11 tree species are shown in Figure 1. 
 

 

Fig. 1. Trunk images with 512 x 512 pixels from: (a) Chorisia speciosa, (b) Schizolobiun 
parahyba, (c) Gochnatia polymorpha, (d) Cedrela fissilis, (e) Anadenanthera falcata, (f) 
Caesalpinia ferrea, (g) Hymenaea courbaril, (h) Inga vera, (i) Centrolobium tomentosum, (j) 
Tabebuia roseo-alba, and (k) Erythrina speciosa. 

Thereby, 1188 images were generated, being 108 per species, from which 76 
samples (70%) were used for the pattern extraction and fuzzy classifier construction 
(training set) and 32 (30%) for performance assessment (testing set). 



Pattern recognition was based on co-occurrence descriptors. For that, the images 
were transformed from RGB system to HSV space, and the V channel was used in the 
study. 

Thus, co-occurrence matrix (G) was created from the grayscale image. A widely 
used texture analysis method, G is a tabulation about often of different combinations 
of intensity levels in an image, whose calculations are spatially related, sensitive to 
directions or orientations (rotational angles) [14].  

In the present study, the descriptors extracted from G were contrast, correlation, 
energy and homogeneity, measured at a distance (d) between pixels equal to 1, 3, 5 
and 7, in the directions (o) 0º, 45º, 90º, and 135º. 

Contrast (c) measures the comparative intensity between a pixel and its neighbor 
over the entire image [15], as in:  

 , 
(1) 

where k is the row (or column) dimension of square co-occurrence matrix (G), ij is an 
element of the G, and pij is an estimate of probability that a pair of points satisfying O, 
operator that defines the relative position (distance and direction) of two pixels. 

Considering a mean computed along rows (mr) and columns (mc), a correlation (r) 
infers how correlated a pixel is to its neighbor over the entire image [15, 16], 
calculated by: 
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where ߪr and ߪc are in the form of standard deviation computed along rows and 
columns, respectively, and 
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The energy (ε) returns the sum of squared elements (pij) in G and homogeneity (H) 
measures the closeness of gray levels in the spatial distribution over image, which are 
respectively obtained as in: 



 , 
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Whereas each texture descriptor was measured at various distances and directions, 
such features could be highly correlated. Therefore, a Principal Component Analysis 
(PCA) was performed to avoid the use of variables with redundant information.  

PCA is a technique used to transform the original coordinates for a system of 
orthogonal axes, resulting in synthetic variables linearly uncorrelated, the called 
principal components [17]. 

Thus, the principal components (Fi) are linear combinations of the original 
variables (Xi), obtained in decreasing order of variance (λ1 > λ2 > λ3 ... λp).  

To do so, principal components were determined by solving the characteristic 
equation of the correlation matrix (R), as in: 

, (8) 

where λi are the eigenvalues or characteristics root of R, for each of which there is an 
eigenvector wi, such that the principal component Fi is determined as in: 

, (9) 

where p is the number of original variables. 
Thus, principal components with greater cumulative variability were used as input 

variables (antecedents) in the fuzzy classifier. 

2.2   Fuzzy-based pattern recognition 

Fuzzy texture patterns for each species i (spi) were defined by means of gaussian 
curve membership function (gaussmf), as given by:  

, 
(10) 

where φspi defines the degree of membership of x in the species i, µ1 and σ are 
average and standard deviation calculated for this spi, respectively. 

Then, fuzzy inference process was developed according to the following 
procedures: 

- one conditional statement (if-then rule) was formulated to support the 
identification of each tree species; 



- in each if-then rule, the fuzzy patterns of species i (spi) were declared as 
antecedents, while the spi was defined as consequent; 

- antecedents were interconnected via fuzzy intersections (AND=min), to 
formulate simultaneous occurrence of patterns that characterize the same tree species; 

- in the output of each if-then statement is assigned to sample a degree of 
membership in the tree species supported by that statement; 

- due to the use of the operator ‘min’, the membership value was always equal to 
the lowest degree among those assigned to the antecedents; 

- membership values assigned to each species in the output of each statement are 
compared; and 

- finally, species identified by the fuzzy classifier corresponds to one with the 
highest degree of membership. 

The inclusion of all patterns in each conditional statement could result in a 
conservative classifier, i.e., with a low false positive rate (fprate). On the other hand, an 
excessive number of patterns can also decrease the rate of true positive (tprate).  This 
may occur because the identification would be conditioned to membership in a large 
number of patterns.  

Therefore, in order to improve the performance of fuzzy classifier, the following 
procedures were tested during the training: 

- each conditional statement is initially composed only by fuzzy pattern that 
provides better distinction among sets that characterize each species; 

- an assessment is performed to identify species for which there is confusion 
(misidentification); 

- a new fuzzy pattern is added in conditional statements aiming to reduce 
confusion; 

- alternately, the classifier performance is assessed and then a new fuzzy pattern is 
added, until there is no improvement in performance; 

Thereby, we expect that the selective and progressive addition of patterns can 
avoid reduction of the true positive rate, i.e., samples attributed incorrectly to other 
species. 

Moreover, since the patterns have been established, the manipulation of the 
weights of each conditional statement could reduce the false positive rate, i.e., 
reducing incorrectly assigned samples to its supported species. Therefore, 
complementarily the following procedures were tested: 

- from the last assessment performed, statements with higher false positive rate are 
identified; 

- the weight of the identified statements is reduced and, alternately, its 
performance is assessed again, until there is no reduction in false positive rate. 

It is worth mentioning that, although adaptive techniques, as a neuro-fuzzy system, 
could have been used for automating some procedures, we prefer to perform as 
aforementioned, due to the exploratory nature of this study. Thus, the procedures 
performed required greater engagement and manual adjustments, consequently this 
allowed a deeper understanding of the process, its advantages and limitations. 



2.3   Performance assessment 

For assessing the performance, a hold-out validation was carried out. In this regard, 
two mutually exclusive subsets were used, one training subset and another for testing, 
compounds randomly by 70 and 30% of the samples, respectively. 

Thus, classification results with the test samples were analyzed using metrics 
calculated from Confusion Matrix method, including precision, sensitivity, false 
positive rate, accuracy, and kappa [18]. 

Precision (P) for each species (spi) was estimated based on the ratio of correctly 
classified samples (TPspi) by the total number of samples identified as belonging to spi 
(Ispi), as in: 

. 
(11) 

 
Sensitivity, also called true positive rate (tprate) or hit rate, for each spi was 

estimated as the ratio of correctly classified samples (TPspi) over the total number of 
samples actually belonging to spi (Vspi), as in: 

. 
(12) 

 
False negative rate (tnrate ), measures the proportion of negatives samples (TNspi), 

i.e., number of samples belonging to others species, incorrectly identified as 
belonging to spi, given by: 

, 
(13) 

where, FPspi is the total number of false positive samples [18]. 
Accuracy (θ1), or overall hit rate of the classifier, was estimated by the ratio of 

correctly classified samples in all evaluated species by the total number of samples 
(nT), as in: 

, 
(14) 

where, nsp is the total number of species. 
In addition, to further evaluate the fuzzy-based approach, the agreement between 

the predicted classes and true species was measured by the kappa index (K), defined 
by: 



, 
(15) 

where, 

. 
(16) 

 

3   Results and Discussion 

As a result of the PCA, we find that the first 13 principal components accumulated 
99.9% of the information contained in the 64 original variables, as shown in Figure 2, 
where the eigenvalues also can be seen. 

This result confirms the possibility of high correlation among some texture 
patterns, based on co-occurrence descriptors measured at various distances and 
directions. In this case, PCA allowed a dimensionality reduction, i.e., using the 
smallest number of uncorrelated variables in the pattern recognition.  

Then, the model to support the tree species identification based on a fuzzy 
approach was developed using only the first 13 principal components. For these 
components, the fuzzy patterns defined by membership functions given in (10) are 
shown Figure 3. 

Analyzing Figure 3, it is observed that although the characteristic patterns of some 
tree species have a distinctive average, they also have dispersion with a certain 
overlapping of the fuzzy sets.  

Thus, using soft boundaries by means of gaussian curve function allowed assigned 
different degrees of membership according to the frequency of samples by each 
species in the input space. 

It is noted that cumulative variability decrease progressively from first to the 
thirteenth principal component. Consequently, increase the confusion among species 
due to the reduction tendency of useful information to distinguish their characteristic 
patterns.  

However, we can note that the ninth (F9) provided better distinction than others 
from lower order, as the seventh and eighth principal components (F7 and F8). This is 
possibly due to the fact that both inter and intra class variations are included by PCA. 

Besides that, even in the first principal component the capability of providing 
distinction among fuzzy sets is not the same for each species. In this sense, it can be 
seen that F1 provides the best distinction between Cedrela fissilis (Cf) and 
Centrolobium tomentosum (Ct). On the other hand, this is the same principal 
component (F1) that causes ambiguity in the recognition between Cedrela fissilis (Cf) 
and Inga vera (Iv) (greater overlap). 
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Fig. 2. Eigenvalues and accumulated variability of principal components. 

 

Fig. 3. Fuzzy patterns defined for the first 13 principal components. 



Table 1.  Antecedents used in the conditional statement to support tree species identification.  

Tree species Antecedents Functions Weight (ρ) 
Anadenanthera falcata F1, F2, F3 0.75 

Gochnatia polymorpha F1, F2, F3, F4, F5, F9 0.65 

Cedrela fissilis F1, F2, F3, F5 1 

Schizolobiun parahyba F1, F2 0.8 

Chorisia speciosa F1, F2, F7, F9 1 

Caesalpinia ferrea F1, F2, F4, F5, F9, F10, F12 0.2 

Hymenaea courbaril F1, F2, F5, F10 0.8 

Inga vera F1, F2, F5, F12 1 

Erythrina speciosa F1, F2, F4, F7, F9 0.8 

Tabebuia roseo-alba F1, F2, F3, F5, F6 1 

Centrolobium tomentosum F1, F2, F5, F9 1 

 
Therefore, this indicates the importance of the selective and progressive inclusion 

of principal components as antecedents in each conditional statement to avoid 
confusion as much as possible. 

An example of conditional statement (if-then) formulated to support the 
identification of species Anadenanthera falcata (Af) is shown below, and the 
antecedents used to support the others tree species can be seen in Table 1: 

If (F1 is φAf) and (F2 is φAf) and (F3 is φAf) then φAf (x) is min {F1, F2, F3} (ρ). (15) 

where, ρ is weight of conditional statement. 
 
By analyzing Table 1, we can see that for most of the tree species until four 

patterns were enough to better distinction from their samples. In contrast, for others 
species, especially Caesalpinia ferrea (Ca) and Gochnatia polymorpha (Gp) a greater 
number was needed for distinction their patterns with those of other species.  

Consequently, the use of more patterns makes the classifier more conservative, 
causing minor rate of true positive (tprate). The same fact causes higher rate of false 
positive (fprate) and, to control this, a weight reduction of the conditional statements 
which support their identification also was needed. The performance improvement 
due to these procedures can be seen in the Table 2. 

According to the accuracy in the hold-out validation, we can observe that the 
fuzzy classifier provided significant results during testing. Even in the conservative 
condition, using all the 13 principal components and weight equal to 1 in all if-then 
rules, the fuzzy classifier achieved 78% accuracy in the identification of 11 tree 
species. 

 



Table 2.  Accuracy measure of the tree species identification based on fuzzy classifier.  

Antecedents Training Testing 
All the 13 principal components and weight equal to 1 in all if-then rules 0.78 0.78 
Progressive inclusion of principal components and weights adjustment 0.87 0.86 

 
However, selective and progressive inclusion of principal components and 

weights adjustment provided a significant improvement in performance, reaching 
86% accuracy in the tests. Therefore, the proposed procedures provided an increase of 
10% over prior performance, in conservative condition. 

As a confusion matrix, testing results are summarized in Table 3, whose 
performance metrics are shown in Table 4. 

It is noted that fuzzy classifier obtained high precision (Prate) for almost all species 
evaluated, especially Schizolobiun parahyba and Inga vera with 100% of  
achievement, as well as Anadenanthera falcata, Hymenaea courbaril, Erythrina 
speciosa, and Tabebuia roseo-alba, equal or above 88%. Thus, including Cedrela 
fissilis (86%) and Chorisia speciosa (85%), more than 85% of the samples identified 
as belonging to 8 of the 11 species were correct. 

There were only two species with a more significant occurrence of false positive 
(fprate), Gochnatia polymorpha (3%) and Caesalpinia ferrea (3%), due to inclusion of 
samples belonging to others species (commission error). 

 

Table 3.  Confusion matrix for the testing results of the fuzzy classifier.  

 
 



Table 4.  Performance metrics for the testing results of the fuzzy classifier.  

Species 
Performance Metrics 

P tprate fprate θ1 K  
Anadenanthera falcata  0.88 0.91 0.01 

0.86 

 
Gochnatia polymorpha  0.72 0.72 0.03  
Cedrela fissilis 0.86 0.75 0.01  
Schizolobiun parahyba 1.00 1.00 0.00  
Chorisia speciosa 0.85 0.91 0.02  
Caesalpinia ferrea 0.73 0.69 0.03 0.85 
Hymenaea courbaril 0.88 0.91 0.01  
Inga vera 1.00 0.91 0.00  
Erythrina speciosa 0.88 0.91 0.01  
Tabebuia roseo-alba 0.88 0.91 0.01  
Centrolobium tomentosum 0.80 0.88 0.02  

 
 
Nevertheless, even for those species fprate is considerably low due to the fact that 

the proportion of samples belonging to species spi (32 samples) and belonging to the 
other (320) is very unbalanced in the one-against-all strategy.  

In addition, it was also observed that the fuzzy classifier achieved expressive hit 
rates (tprate),  hitting all, or almost all (29 in 32), samples belonging to Schizolobiun 
parahyba, Anadenanthera falcata, Chorisia speciosa, Hymenaea courbaril, Inga 
vera, Erythrina speciosa, and Tabebuia roseo-alba.  

However, there were species with low sensitivity, specially Caesalpinia ferrea 
(69%), Gochnatia polymorpha (72%) and Cedrela fissilis (75%), due to larger errors 
of omission, not computing samples belonging to this species.  

Despite this, considering all analyzed tree species in the present study, the fuzzy 
classifier achieved an overall accuracy (θ1) of 86.1% in the test during hold-out 
validation. Moreover, the kappa index equal to 84,6% indicates an almost perfect 
agreement between the predicted classes by fuzzy approach and the correct ones [19]. 

 

4   Conclusion 

Due to limitations of current techniques, texture patterns recognition in tree trunk 
images has been considered as an alternative to support the species identification, but 
there are still issues to overcome. In this sense, considering that texture samples may 
have characteristics belonging to more than one species, this paper assessed the 
pattern recognition based on soft boundaries, as a methodological alternative. 

In conclusion, from achieved results we can consider that the fuzzy approach 
represents a promising strategy to tree identification aided by computational 
intelligence. However, to further optimize this approach, in future works the use of 
other membership function, as the gaussian combination function, could be 
experienced in order to provide a best distribution fitting to the data, even as the use 
of fuzzy rule-based systems specialized to handle classification tasks.   
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