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Controlled paths

Controlled paths as a field of Banach spaces
In the last lecture, we defined the set $C^\alpha([0, T], \mathbb{R}^d)$ of $\alpha$-Hölder rough paths. Note that there is no meaningful notion of a sum of two rough paths, i.e. $C^\alpha$ is not a linear space. We will see now that it is still a metric space.

**Definition 40**

Let $X, Y \in C^\alpha$. Then we define

$$\varrho_\alpha(X, Y) := \lfloor 1/\alpha \rfloor \sum_{n=1}^{\lfloor 1/\alpha \rfloor} \sup_{0 \leq s < t \leq T} \frac{|X_{s,t}^{(n)} - Y_{s,t}^{(n)}|}{|t - s|^{n\alpha}}.$$ 

It is not hard to see that $\varrho_\alpha$ is a metric on $C^\alpha$. Moreover, one can prove the following:

**Proposition 41**

*For every $\alpha \in (0, 1]$, the space $(C^\alpha, \varrho_\alpha)$ is a complete metric space.*
Sometimes, it is desirable to work with separable rough paths spaces. However, since Hölder spaces are not separable, we can not expect that the spaces $C^\alpha$ are separable. To solve this issue for Hölder spaces, one often considers little Hölder spaces that are defined as the closure of the space of smooth functions in the $\alpha$-Hölder metric. A similar definition works for rough paths spaces, too.

**Definition 42**

Let $X : [0, T] \to \mathbb{R}^d$ be smooth (e.g. piecewise $C^1$) and $\alpha \in (0, 1]$. Then we call $X \in C^\alpha$ with

$$X_{s,t}^{(n)} = \int_{s < u_1 < \ldots < u_n < t} dX_{u_1} \otimes \cdots \otimes dX_{u_n}$$

the canonical lift of $X$ to an $\alpha$-Hölder rough path. Rough paths $X \in C^\alpha$ of this form are also called smooth rough paths. The space $C^\alpha_g$ is defined as the closure of smooth rough paths in the metric $\rho_\alpha$. The elements in $C^\alpha_g$ are called geometric rough paths.
Proposition 43

For every $\alpha \in (0, 1]$, the space $(C^\alpha_g, \varrho_\alpha)$ is a complete separable metric, i.e. Polish space.

There is also an important algebraic property satisfied by geometric rough paths that is inherited from smooth rough paths. In fact, multiplying two iterated integrals of smooth paths yields a linear combination of iterated integrals. For example,

$$\int_0^T dX_s \cdot \int_0^T dY_s = \int_{0<s_1<s_2<T} dX_{s_1} dY_{s_2} + \int_{0<s_1<s_2<T} dY_{s_1} dX_{s_2}.$$

Note that this is a property that does not hold for every rough path. For example, the Itô integral satisfies the identity

$$\int_0^T B_t \, dB_t = \frac{B_t^2}{2} - \frac{t}{2}.$$
We aim to give a more detailed description of the product of iterated integrals of smooth paths. To do this, we have to introduce some more notation.

**Definition 44**
The direct sum

\[
T(\mathbb{R}^d) := \mathbb{R} \oplus \mathbb{R}^d \oplus (\mathbb{R}^d \otimes \mathbb{R}^d) \oplus \cdots = \bigoplus_{n=0}^{\infty} (\mathbb{R}^d)^{\otimes n}
\]

is called *tensor algebra*.

One can show that the extended tensor algebra is the (algebraic) dual of the tensor algebra.

We will identify the basis elements \(e_{i_1} \otimes \cdots \otimes e_{i_n}\) in the tensor algebra \(T(\mathbb{R}^d)\) with the words \(i_1 \cdots i_n\) composed by the letters \(1, \ldots, d\). The empty word will be denoted by \(\epsilon\).
For two words, we can define their shuffle product:

**Definition 45**
Let $u, v$ be words and $a, b$ be letters. The *shuffle product* is defined recursively by

\[
\begin{align*}
u &\shuffle \epsilon = \epsilon \shuffle u = u, \\
ua \shuffle vb &= (a \shuffle vb)a + (ua \shuffle v)b.
\end{align*}
\]

The shuffle product is extended bilinearly to a product

\[
\shuffle : T(\mathbb{R}^d) \times T(\mathbb{R}^d) \to T(\mathbb{R}^d).
\]
Example 46

\[ 12 \oplus 3 = 123 + 132 + 312, \]
\[ 12 \oplus 24 = 2 \cdot 1224 + 1242 + 2124 + 2142 + 2412. \]
Let $X: [0, T] \to \mathbb{R}^d$ be a smooth path (e.g. $C^1$) and

$$
x_{0,T} := \left(1, \int_0^T dX_s, \ldots, \int_{0<s_1<\cdots<s_n<T} dX_{s_1} \otimes \cdots \otimes dX_{s_n}, \ldots\right) \in T\left(\mathbb{R}^d\right).
$$

With the notation we introduced above, we have, for example,

$$
\langle 121, x_{0,T} \rangle = \int_{0<s_1<s_2<s_3<T} dX_{s_1}^1 dX_{s_2}^2 dX_{s_3}^3,
$$
$$
\langle \sqrt{3} \cdot 12 - 2 \cdot 21, x_{0,T} \rangle = \sqrt{3} \int_{0<s_1<s_2<T} dX_{s_1}^1 dX_{s_2}^2 - 2 \int_{0<s_1<s_2<T} dX_{s_1}^2 dX_{s_2}^1 \text{ etc.}
$$

The main observation is the following:

**Theorem 47**

*For every $l_1, l_2 \in T(\mathbb{R}^d)$,*

$$
\langle l_1, x_{0,T} \rangle \langle l_2, x_{0,T} \rangle = \langle l_1 \sqcup l_2, x_{0,T} \rangle.
$$
Corollary 48

Let $X \in \mathcal{C}_g^\alpha$ be a geometric rough path. We identify $X$ with its Lyons-lift to a path with values in $T((\mathbb{R}^d))$. Then for every $l_1, l_2 \in T(\mathbb{R}^d)$,

$$\langle l_1, X_{0,T} \rangle \langle l_2, X_{0,T} \rangle = \langle l_1 \uplus l_2, X_{0,T} \rangle.$$ 

Remark 49

Let $X$ be a rough path. As usual, we identify $X$ with its Lyons-lift to a path with values in $T((\mathbb{R}^d))$. Then the element $X_{0,T} \in T((\mathbb{R}^d))$ is called the signature of the rough path $X$. The signature is important since it contains all (necessary) information about the rough path. In a series of papers, it was shown that the signature determines a geometric rough path completely up to “tree-like” excursions. The (truncated) signature plays an important role in machine learning.
Proposition 50

The process $B^{\text{Strat}} = (1, B, [B]^{\text{Strat}})$ takes values in the space $\mathcal{C}_g^\alpha$ for every $\frac{1}{3} < \alpha < \frac{1}{2}$ almost surely.

Proof.

For simplicity, $T = 1$. Choose $\alpha'$ such that $\alpha < \alpha' < \frac{1}{2}$. We know that

$$\|B^{\text{Strat}}\|_{\alpha'} < \infty.$$ 

For $n \in \mathbb{N}$, we define $B(n)$ to be the piecewise-linear approximation of $B$ at the dyadic points $0 < 2^{-n} < \cdots < (2^n - 1)2^{-n} < 1$, i.e.

$$B_t(n) = B_{k2^{-n}} + 2^n(t - k2^{-n})(B_{(k+1)2^{-n}} - B_{k2^{-n}}), \quad t \in [k2^{-n}, (k + 1)2^{-n}].$$

Let $B(n)$ be the canonical lift of $B(n)$ to an $\alpha$-Hölder rough path.
Proof (cont.).

With some basic calculations, one can show that

\[ \| \delta B(n)_{s,t} \|_{L^2} \leq C|t - s|^{\frac{1}{2}} \quad \text{and} \quad \| B(n)_{s,t} \|_{L^2} \leq C|t - s| \]

holds for every \( s < t \) for a constant \( C \) that is independent of \( n \). Since \( B \) is Gaussian, the same estimates also hold for the \( L^q \)-norm for every \( q \geq 2 \). The Kolmogorov-Chentsov theorem for multiplicative functionals implies that

\[ \sup_{n \in \mathbb{N}} \| B(n) \|_{\alpha'} < \infty. \]

To prove that \( \varrho_\alpha(B^{\text{Strat}}, B(n)) \to 0 \), by the Arzelà-Ascoli theorem, it is sufficient to show that \( B(n) \to B \) and \( B(n) \to B^{\text{Strat}} \) pointwise as \( n \to \infty \). The first statement is clear. For the second, we first note that

\[ \int_s^t (B^i_u(n) - B^i_s(n)) dB^i_u(n) = \frac{(B_t(n) - B_s(n))^2}{2} \to \frac{(B_t - B_s)^2}{2} = \int_s^t (B^i_u - B^i_s) \circ dB^i_u. \]
Proof (cont.).

Define

\[ \mathcal{F}_n := \sigma(B_k : k \in \{0, 2^{-n}, \ldots, (2^n - 1)2^{-n}, 1\}). \]

Then \((\mathcal{F}_n)_{n \geq 1}\) is a filtration. Fix \(t \in [0, T]\). By Gaussian conditioning, one can check that \(B_t(n) = \mathbb{E}[B_t | \mathcal{F}_n].\) From the martingale convergence theorem, it follows that

\[ B_t(n) = \mathbb{E}[B_t | \mathcal{F}_n] \to B_t \]

almost surely and in \(L^p\) for any \(p \geq 1\) as \(n \to \infty\) (which yields an alternative proof of what we already know). For \(i \neq j\),

\[
\mathbb{E} \left( \int_0^t B_s^i \, dB_s^j \mid \mathcal{F}_n \right) = \lim_{|P| \to 0} \sum_{[u,v] \in P} \mathbb{E} \left( B_u^i \delta B_{u,v}^j \mid \mathcal{F}_n \right) = \sum_{[u,v] \in P} B_u^i(n) \delta B_{u,v}^j(n)
\]

\[ = \int_0^t B_s^i(n) \, dB_s^j(n). \]
Proof (cont.).
Therefore, the martingale convergence theorem yields that
\[
\int_{0}^{t} B_s^i(n) \, dB_s^j(n) = \mathbb{E} \left( \int_{0}^{t} B_s^i \, dB_s^j \mid \mathcal{F}_n \right) \to \int_{0}^{t} B_s^i \, dB_s^j
\]
almost surely and in $L^p$ for any $p \geq 1$ as $n \to \infty$ which finishes the proof. □

Exercise: work out the details.
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Controlled paths as a field of Banach spaces
Our goal is to solve non-linear rough differential equations of the form

\[ dY_t = \sigma(Y_t) \, dX_t; \quad t \in [0, T] \]

\[ Y_0 = y \in \mathbb{R}^m. \]

As for the Young case, we want to interprete the equation as an integral equation:

\[ Y_t = y + \int_0^t \sigma(Y_s) \, dX_s. \]

But is there a good notion of an integral we can use?
It is natural to have a notion of an integral that coincides with the usual integral in case the integrand is smooth. That is, for a smooth function $f$ and a Brownian motion $B$, we would like to have that

$$\int_0^T f(s) \, dB_s = \int_0^T f(s) \, d\tilde{B}_s.$$

If we want to perform a fixed point argument to solve the equation, it is desirable to look for a Banach space $E$ containing smooth functions such that the map

$$f \mapsto \left( t \mapsto \int_0^t f(s) \, dB_s \right)$$

is a continuous map from $E$ to itself. A minimal requirement for $E$ would be that it contains the trajectories of the Brownian motion, otherwise we would not be able to integrate constant functions. However, one can show that such a space $E$ does not exist:
Theorem 51
There is no space of functions $E$ carrying the Wiener measure on which we can define a continuous map $I: E \rightarrow E$ that coincides with the pathwise defined integral

$$I(f) = (t \mapsto \int_0^t f(s) \, dB_s)$$

for smooth functions $f$ on a set of full measure.

Proof.
Same idea as in Theorem 24 in Lecture 2.

The solution to this issue proposed by rough paths theory is that we allow the space $E$ to depend on the trajectory of the Brownian motion, i.e. we will define spaces $(E_\omega)_{\omega \in \Omega}$ for which $B(\omega) \in E_\omega$ and such that

$$E_\omega \ni f \mapsto (t \mapsto \int_0^t f(s) \, dB_s(\omega)) \in E_\omega$$

extends the integral map on smooth paths and is continuous.
Our goal is to define a “rough integral” of the form

\[ \int_0^T Y_t \, dX_t \]

for a given rough path \( X \in \mathcal{C}^{\alpha} \). To keep it simple, we will assume \( \alpha \in (1/3, 1/2] \) from now on. In Lecture 2, we deduced the regularity of a 3-times iterated Young integral by introducing a “compensator”:

\[
\int_0^T X_{0,t}^{(2)} \, dX_t = \sum_{|\mathcal{P}| \to 0} \sum_{[u,v] \in \mathcal{P}} X_{0,u}^{(2)} \otimes \delta X_{u,v} + \delta X_{0,u} \otimes X_{u,v}^{(2)}.
\]

This motivates the following ansatz: for given \( X = (1, X, X) \in \mathcal{C}^{\alpha} \) and \( Y : [0, T] \to L(\mathbb{R}^d, \mathbb{R}^m) \), we assume that there exists a path \( Y' : [0, T] \to L(\mathbb{R}^d \otimes \mathbb{R}^d, \mathbb{R}^m) \) for which we can define the limit

\[
\int_0^T Y_t \, dX_t = \sum_{|\mathcal{P}| \to 0} \sum_{[u,v] \in \mathcal{P}} Y_u \delta X_{u,v} + Y'_u X_{u,v}.
\]
We use the Sewing lemma to prove the existence of the limit. Set

$$\Xi_{u,v} := Y_u \delta X_{u,v} + Y'_u X_{u,v}. $$

Clearly, $||\Xi||_\alpha < \infty$. We have to make sure that $||\delta \Xi||_\beta < \infty$ for some $\beta > 1$. After some lines of calculations, we see that

$$\delta \Xi_{s,u,t} = -(\delta Y_{s,u} - Y'_s \delta X_{s,u})X_{u,t} - \delta Y'_{s,u} X_{u,t}. $$

Therefore, we arrive at the conditions

$$|\delta Y'_{s,t}| = O(|t - s|\gamma), \quad \gamma + 2\alpha > 1,$$

$$|\delta Y_{s,t} - Y'_s \delta X_{s,t}| = O(|t - s|\tilde{\gamma}), \quad \tilde{\gamma} + \alpha > 1.$$ 

These conditions are in particular satisfied for $\gamma = \alpha$ and $\tilde{\gamma} = 2\alpha$. This motivates the following definition:
Definition 52
Let $X \in \mathcal{C}^\alpha ([0, T], \mathbb{R}^d)$ for $\alpha \in (1/3, 1/2]$. A path $Y \in \mathcal{C}^\alpha ([0, T], W)$ is said to be controlled by $X$ if there exists a path $Y' \in \mathcal{C}^\alpha ([0, T], L(\mathbb{R}^d, W))$ such that the remainder term $R_Y$ given by

$$R_{s,t}^Y := \delta Y_{s,t} - Y'_s \delta X_{s,t}$$

satisfies $\|R_Y\|_{2\alpha} < \infty$. The path $Y'$ is called a Gubinelli-derivative of $Y$. The set of all controlled paths $(Y, Y')$ is denoted by $\mathcal{D}_X^\alpha ([0, T], W)$. If $(Y, Y') \in \mathcal{D}_X^\alpha ([0, T], W)$, we set

$$\|Y, Y'\|_{X,\alpha} := \|Y'\|_{\alpha} + \|R_Y\|_{2\alpha}.$$
It is easily seen that the spaces of controlled paths are linear spaces. Moreover, one can prove the following:

**Proposition 53**

The spaces $\mathcal{D}^\alpha_x([0, T], W)$ are Banach spaces with a norm given by

$$(Y, Y') \mapsto |Y_0| + |Y'_0| + \|Y, Y'\|_{x, \alpha} =: \|Y, Y'\|_{x, \alpha}.$$ 

**Remark 54**

Gubinelli derivatives are not unique, in general. Indeed, if $Y$ is smooth, we can choose $Y' = 0$. But if $X$ is smooth, too, we can in fact choose any $C^\alpha$-path as a Gubinelli-derivative.
The most important fact about controlled paths is that they are good integrands.

**Theorem 55**

Let $X \in \mathcal{C}^\alpha([0, T], \mathbb{R}^d)$ and $(Y, Y') \in \mathcal{D}^\alpha([0, T], L(\mathbb{R}^d, \mathbb{R}^m))$.

1. The integral

$$
\int_s^t Y_u \, dX_u := \lim_{|P| \to 0} \sum_{[u, v] \in P} Y_u \delta X_{u,v} + Y'_u X_{u,v}
$$

exists and satisfies the bound

$$
\left| \int_s^t Y_u \, dX_u - Y_s \delta X_{s,t} + Y'_s X_{s,t} \right| \leq C(\|X\|_\alpha \|Y\|_{2\alpha} + \|X\|_{2\alpha} \|Y\|_\alpha) |t - s|^{3\alpha}.
$$

(1)
Theorem 55 (cont.)

2. The path \( t \mapsto \int_0^t Y_u \, dX_u \) is a controlled path with Gubinelli-derivative \( Y \). The map

\[
(Y, Y') \mapsto \left( \int_0^\cdot Y_u \, dX_u, Y \right) =: (Z, Z')
\]

is a continuous linear map from \( D^\alpha_\alpha ([0, T], L(\mathbb{R}^d, \mathbb{R}^m)) \) to \( D^\alpha_\alpha ([0, T], \mathbb{R}^m) \). Moreover, we have the bound

\[
\|Z, Z'|_{\alpha, \alpha} \leq \|Y\|_{\alpha} + \|Y'\|_{\infty} \|X\|_{2\alpha} + C T^\alpha (\|X\|_{\alpha} \|R^Y\|_{2\alpha} + \|X\|_{2\alpha} \|Y'\|_{\alpha}).
\]

Proof.

As already indicated above, we use the Sewing lemma with

\[
\Xi_{u,v} := Y_u \delta X_{u,v} + Y'_u X_{u,v}.
\]
Proof (cont.).

From

$$\delta \Xi_{s,u,t} = -R_{s,u}^Y X_{u,t} - \delta Y'_{s,u} X_{u,t},$$

we see that

$$\|\delta \Xi\|_{3\alpha} \leq \|R^Y\|_{2\alpha} \|X\|_\alpha + \|Y'\|_\alpha \|X\|_{2\alpha}$$

and the first assertion follows. For the second assertion, we have to prove that

$$R_s^Z := \delta Z_{s,t} - Z'_{s} \delta X_{s,t} = \int_s^t Y_u \, dX_u - Y_s \delta X_{s,t}$$

is $2\alpha$-Hölder which follows from (1) and the triangle inequality. Calculating the bound for $\|Z, Z'\| = \|Z'\|_\alpha + \|R^Z\|_{2\alpha}$ is straightforward.
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Controlled paths as a field of Banach spaces
Recall that we defined a Banach space of controlled paths for every Hölder path $X$. The question we would like to answer now is whether the indexed spaces $\{D^\alpha_X([0, T], \mathcal{W})\}_{X \in C^\alpha}$ have more structure than being just a collection of isolated spaces. This will also have practical relevance. Recall that rough integration induces bounded linear maps

$$\Phi(X, \cdot) : D^\alpha_X([0, T], \mathcal{W}) \rightarrow D^\alpha_X([0, T], \bar{\mathcal{W}}).$$

If $X$ is a stochastic process (i.e. a random rough path), the operator norm

$$\left\| \Phi(\omega) \right\| := \sup_{(Z, Z') \in D^\alpha_X(\omega) ([0, T], \mathcal{W})} \frac{\left\| \Phi(X(\omega), (Z, Z')) \right\|}{\|Z, Z'\|}$$

is a natural quantity to consider. One seemingly basic question to answer first is the measurability of this random number. We will see that having some additional structure on the space of controlled paths will help us to answer this question.
We make the following definition:

**Definition 56**
Let $\mathcal{X}$ be a topological space and $\{E_x\}_{x \in \mathcal{X}}$ a collection of Banach spaces. $\{E_x\}_{x \in \mathcal{X}}$ is called a **separable continuous field of Banach spaces** if there exists a countable set of sections $\Delta \in \prod_{x \in \mathcal{X}}$, i.e. every $g \in \Delta$ is a map $g : \mathcal{X} \to \bigcup_{x \in \mathcal{X}} E_x$ with $g(x) \in E_x$ for every $x \in \mathcal{X}$, that has the following properties:

1. For every $g \in \Delta$, $x \mapsto \|g(x)\|_{E_x} \in \mathbb{R}$ is continuous.
2. For every $x \in \mathcal{X}$, the set $\{g(x) : g \in \Delta\}$ is dense in $E_x$. 

Remark 57

The usual definition in the literature differs slightly from the one above. In [Dixmier ’77], the definition of a continuous field of Banach spaces assumes the existence of a \textit{linear subspace} of sections $\Delta'$ satisfying (1.) and (2.). Separability means that there is a countable subset $\Delta \subset \Delta'$ satisfying (2.). It is clear that our definition yields also a linear subspace of sections by considering the linear span of $\Delta$. Also, [Dixmier ’77] assumes a third property for $\Delta'$ that is as follows:

3’. Let $\tilde{g} \in \prod_{x \in X} E_x$. If for every $y \in X$ and $\varepsilon > 0$, there exists $g_y \in \Delta'$ such that $\|\tilde{g}(x) - g_y(x)\|_{E_x} \leq \varepsilon$ in some neighbourhood of $y$ in $X$, then $\tilde{g} \in \Delta'$.

However, one can show that having a $\Delta'$ satisfying only (1.) and (2.), one can take some “completion” of $\Delta'$ that satisfies (3’)., too. Therefore, the definition we gave here could also be called a separable continuous \textit{pre-field} of Banach spaces.
Do the spaces of controlled paths form a separable continuous field of Banach spaces? We will see that a slightly weaker result holds. Inspired by the little Hölder and geometric rough paths spaces, we make the following definition:

**Definition 58**
Let $X \in C^\beta$ and $\alpha \leq \beta$. We define $D^{\alpha,\beta}_X([0, T], W)$ to be the closure of the space $D^\beta_X([0, T], W)$ in the $\|\cdot\|_\alpha$-Norm.

The key result is the following lemma.

**Lemma 59**
Let $X \in C^\gamma$ and $\alpha < \beta \leq \gamma \leq \frac{1}{2}$. Then the set

$$Z := \left\{ (Z, Z') : Z_t = \int_0^t \phi_u \, dX_u + \psi_t, \ Z'_t = \phi_t : \phi \in C^\infty([0, T], L(\mathbb{R}^d, W)), \right. $$

$$\left. \psi \in C^\infty([0, T], W) \right\}$$

is dense in $D^{\alpha,\beta}_X([0, T], W)$. The integral here is defined as a Young-integral.
Proof.

It suffices to proof that $\mathcal{Z}$ is dense in $\mathcal{D}_X^\beta([0, T], W)$ equipped with the norm $\|\cdot\|_{\alpha}$. Let $(\xi, \xi') \in \mathcal{D}_X^\beta([0, T], W)$ with remainder $R^\xi$, i.e. $\|\xi'\|_\beta < \infty$ and $\|R^\xi\|_{2\beta} < \infty$. Let

$$\mathcal{P} = \{0 = t_0 < t_1 < \ldots < t_n = T\}$$

be a partition with $\mathcal{P} = |t_{i+1} - t_i| = \theta > 0$ for all $i = 0, \ldots, n - 1$. Define $\bar{\xi}' : [0, T] \to W$ to be the piecewise-linear approximation of $\xi'$ w.r.t. to $\mathcal{P}$, i.e.

$$\bar{\xi}'_t := \xi'_{t_i} + \frac{t - t_i}{\theta}(\xi'_{t_{i+1}} - \xi'_{t_i}), \quad t \in [t_i, t_{i+1}].$$

Our goal is to find a function $\psi$ with $\psi_0 = \xi_0$ such that for

$$\bar{\xi}_t := \int_0^t \bar{\xi}'_u \, dX_u + \psi_t,$$

we have $\|(\xi, \xi') - (\bar{\xi}, \bar{\xi}')\|_{\alpha} = \|\xi - \bar{\xi}\|_{\alpha} \leq \varepsilon$ for any given $\varepsilon > 0$ as $\theta \to 0$. 
Proof (cont.).
Set $\eta := \xi' - \bar{\xi}'$. We leave it as an exercise to prove that $\|\eta\|_\alpha \to 0$ as $\theta \to 0$. It remains to show that

$$\|R^\xi - R^\bar{\xi}\|_{2\alpha} \to 0$$

as $\theta \to 0$ where

$$R^\bar{\xi}_{s,t} = \delta \bar{\xi}_{s,t} - \bar{\xi}'_s \delta X_{s,t}$$

$$= \int_s^t \bar{\xi}'_u \, dX_u - \bar{\xi}'_s \delta X_{s,t} + \delta \psi_{s,t}$$

for a $\psi$ still to be chosen. For $s, t \in [0, T]$, we define

$$\rho_{s,t} := \int_s^t \bar{\xi}'_u \, dX_u - \bar{\xi}'_s \delta X_{s,t} = \int_s^t \delta \bar{\xi}'_{s,u} \, dX_u.$$
Proof (cont.).

If \( s, t \in [t_i, t_{i+1}] \), we have

\[
\rho_{s,t} = \frac{\delta \xi'_{t_i, t_{i+1}}}{\theta} \int_s^t (u - s) \, dX_u.
\]

Using the estimate for the Young integral in Theorem 15, we see that

\[
\|\rho\|_{2\alpha;[t_i, t_{i+1}]} \leq C \|\xi'\|_\beta \|X\|_\gamma \theta^{\gamma+\beta-2\alpha}.
\]

Now we take \( t_j, t_k \in P, k < j \). Then,

\[
\rho_{t_k, t_j} = \sum_{k \leq i < j} \left[ \int_{t_i}^{t_{i+1}} \bar{\xi}'_{t_i, u} \, dX_u + \delta \bar{\xi}'_{t_k, t_i} \delta X_{t_i, t_{i+1}} \right]
\]

\[
= \sum_{k \leq i < j} \left[ \rho_{t_i, t_{i+1}} - R_{t_i, t_{i+1}}^\xi + \delta \xi_{t_i, t_{i+1}} - \xi_{t_k} \delta X_{t_i, t_{i+1}} \right]
\]

\[
= \sum_{k \leq i < j} \left[ \rho_{t_i, t_{i+1}} - R_{t_i, t_{i+1}}^\xi \right] + R_{t_k, t_j}^\xi.
\]
Proof (cont.).

Setting $\tilde{\rho}_{s,t} := R_\xi^{\xi} - \rho_{s,t}$, the calculation above implies that

$$\tilde{\rho}_{t_k,t_j} = \sum_{k \leq i < j} \left( \rho_{t_i,t_{i+1}} - R_\xi^{\xi}_{t_i,t_{i+1}} \right). \quad (2)$$

We define $\tilde{\psi}$ to be the continuous, piecewise-linear function satisfying $\tilde{\psi}_0 = \xi_0$ and

$$\delta \tilde{\psi}_{s,t} = \frac{t-s}{t_{i+1}-t_i} (R_\xi^{\xi}_{t_i,t_{i+1}} - \rho_{t_i,t_{i+1}}), \quad s, t \in [t_i, t_{i+1}].$$

With this choice,

$$R_\xi^{\xi}_{s,t} = \int_s^t \tilde{\xi}'_u \, dX_u - \tilde{\xi}'_s \delta X_{s,t} + \delta \tilde{\psi}_{s,t}$$

$$= \rho_{s,t} + \delta \tilde{\psi}_{s,t}.$$
Proof (cont.).
Now let \( s, t \in \mathcal{P} \) with \( t_k \leq s \leq t_{k+1} \leq \cdots \leq t_j \leq t \leq t_{j+1} \). By (2),

\[
\delta \tilde{\psi}_{s,t} = \delta \tilde{\psi}_{s,t_{k+1}} + \delta \tilde{\psi}_{t_{k+1},t_{k+2}} + \cdots + \delta \tilde{\psi}_{t_j,t} = \delta \tilde{\psi}_{s,t_{k+1}} + \delta \tilde{\psi}_{t_j,t} + \tilde{\rho}_{t_{k+1},t_j}.
\]

Furthermore,

\[
\rho_{s,t} = \rho_{s,t_{k+1}} + \rho_{t_{k+1},t_j} + \rho_{t_j,t} + \delta \tilde{\xi}'_{s,t_{k+1}} \delta X_{t_{k+1},t_j} + \delta \tilde{\xi}'_{t_{k+1},t_j} \delta X_{t_j,t}
\]

and

\[
\tilde{\rho}_{s,t} = \tilde{\rho}_{s,t_{k+1}} + \tilde{\rho}_{t_{k+1},t_j} + \tilde{\rho}_{t_j,t} + \delta \eta_{s,t_{k+1}} \delta X_{t_{k+1},t_j} + \delta \eta_{t_{k+1},t_j} \delta X_{t_j,t}.
\]

Thus, we obtain that

\[
R^\xi_{s,t} - R^\xi_{s,t} = \delta \tilde{\psi}_{s,t} - \tilde{\rho}_{s,t}
\]

\[
= \delta \tilde{\psi}_{s,t_{k+1}} + \delta \tilde{\psi}_{t_j,t} - \tilde{\rho}_{s,t_{k+1}} - \tilde{\rho}_{t_j,t} - \delta \eta_{s,t_{k+1}} \delta X_{t_{k+1},t_j} - \delta \eta_{t_{k+1},t_j} \delta X_{t_j,t}.
\]
Proof (cont.).
Each term can now be estimated separately and we can conclude that indeed

$$\| R^{\bar{\xi}} - R^{\xi} \|_{2^\alpha} \to 0$$

as $\theta \to 0$. It remains to argue that we can replace the piecewise smooth functions $\bar{\xi}'$ and $\bar{\psi}$ by genuine smooth functions. This, however, does not cause any problems since we can approximate any continuous function arbitrarily close my smooth functions in the Hölder metric. We omit the details here.
Proposition 60

Let $\alpha < \beta \leq \gamma \leq \frac{1}{2}$. Then the family $\{ \mathcal{D}_X^{\alpha,\beta} \}_{X \in C^\gamma}$ is a separable continuous field of Banach spaces.

Proof.

Let $S$ and $S'$ be a countable dense subsets of $C^\infty([0, T], L(\mathbb{R}^d, W))$ resp. $C^\infty([0, T], W)$. Then we can define $\Delta$ as the set of maps $g: C^\gamma \to \bigcup_{X \in C^\gamma} \mathcal{D}_X^{\alpha,\beta}$ given by $g(X) = (Z, Z')$ where

$$Z_t = \int_0^t \phi_u \, dX_u + \psi_t, \ Z'_t = \phi_t$$

with $\phi \in S$ and $\psi \in S'$. The claimed properties now follow from continuity of the Young integral, cf. Theorem 15, and Lemma 59.


Thank you.