Finite mixture modeling of censored data using the multivariate Student-$t$ distribution

Victor H. Lachos$^a$, Edgar J. López Moreno$^a$ and Kun Chen$^b$

$^a$ Departamento de Estatística, Universidade Estadual de Campinas, Brazil
$^b$ Department of Statistics, University of Connecticut, USA

Abstract

Finite mixture models have been widely used for the modelling and analysis of data from a heterogeneous population. Moreover, these kind of data can be subjected to some upper and/or lower detection limits because of the restriction of experimental apparatus. Another complication arises when measures of each population depart significantly from normality, for instance, in the presence of heavy tails or atypical observations. For such data structures, we propose a robust model for censored data based on finite mixtures of multivariate Student-$t$ distributions. This approach allows us to model data with great flexibility, accommodating multimodality, heavy tails and also skewness depending on the structure of the mixture components. We develop an analytically simple yet efficient EM-type algorithm for conducting maximum likelihood estimation of the parameters. The algorithm has closed-form expressions at the E-step, that rely on formulas for the mean and variance of the multivariate truncated Student-$t$ distributions. Further, a general information-based method for approximating the asymptotic covariance matrix of the estimators is also presented. Results obtained from the analysis of both simulated and real data sets are reported to demonstrate the effectiveness of the proposed methodology. The proposed algorithm and methods are implemented in the new R package CensMixReg.

Keywords: Censored data, Detection limit, EM-type algorithms, Finite mixture models, Multivariate Student-$t$.

1 Introduction

The occurrence of censored data due to limit of detection (LOD) is a common problem in many fields, like econometrics, geostatistics, clinical trials, medical surveys, environmental analysis, among others. For example, environmental monitoring of different variables often involves left-censored observations falling below the minimum LOD of the instruments used to quantify them. In AIDS research, the viral load measures may be subject to some upper and lower detection limits,
below or above which they are not quantifiable. As a result, the viral load responses are either left or right censored depending on the diagnostic assays used (Vaida & Liu, 2009). In econometrics, the study of the labor force participation of married women is usually conducted under the censored Tobit model (see, for instance, Chib, 1992). In this case, the observed response is the wage rate, which is typically considered as censored below zero, i.e., for working women, positive values for the wage rates are registered, whereas for non-working women, the observed wage rate is zero (Arellano-Valle et al., 2012).

The proportion of censored data in these studies may not be small, so the use of crude/ad hoc methods, such as substituting a threshold value or some arbitrary point like a midpoint between zero and cutoff for detection, might lead to severe bias in statistical estimation. In the past few decades, several alternative approaches have been developed to handle the censored data. Vaida & Liu (2009) proposed an exact EM algorithm for maximum likelihood (ML) estimation in mixed effects models for censored data (LMEC/NLMEC), which uses closed-form expressions at the E-step. Further, Matos et al. (2013a) developed diagnostic measures for assessing the local influence in LMEC/NLMEC models. Militino & Ugarte (1999) developed an EM algorithm for conducting ML estimation in censored spatial data. De Oliveira (2005) adopted a Bayesian approach to make inference and prediction with spatially correlated censored observations. For mathematical tractability, a normal distribution was assumed for modeling the censored data. However, it is well-known that real-world phenomena are not always in agreement with this assumption, often producing data from a distribution with heavier tails, skewness or multimodality. Hence, from a practical perspective, there is a need to seek an appropriate theoretical model that avoids data transformations, yet preserves a robust and convenient Gaussian-like framework.

Many extensions of the classic multivariate Gaussian censored (nMC) model have been proposed to broaden the applicability of linear regression analysis to situations where the Gaussian error assumption may be inadequate. For instance, Arellano-Valle et al. (2012) (see also, Mas-suia et al., 2015) proposed the Student-$t$ censored regression model. Garay et al. (2014) (see also, Matos et al., 2013b) advocated the use of the multivariate Student-$t$ distribution in the context of censored regression (tMC) models, where a simple and efficient EM-type algorithm for iteratively computing ML estimates of the parameters was also presented. Castro et al. (2015) proposed a likelihood- based estimation for a multivariate Tobit confirmatory factor analysis model using the Student-$t$ distribution ($t$-TCFA model). More recently, Wang et al. (2016) proposed a multivariate extension of a model introduced by Garay et al. (2014) and Matos et al. (2013b) for analyzing multi-outcome longitudinal data with censored observations where they established a feasible EM algorithm that admits closed-form expressions at E-steps and tractable solutions at M-steps. They demonstrated its robustness aspects against outliers through extensive simulations. A common drawback of these proposals is that they are not appropriate when the observed data exhibit, for instance, multimodality, heavy tails and skewness, simultaneously.

In the context of finite mixture of censored models, Karlsson & Laitila (2014) proposed an EM algorithm to estimate the parameters, and compared their method with those proposed by Powell (1984), Powell (1986) and Caudill (2012). In a multivariate setting, He (2013) proposed a Gaussian mixture model to flexibly approximate the underlying distribution of the observed data due to its good approximation capability and generation mechanism, where to cope with the censored data, an EM algorithm in a multivariate setting was developed. These methods are doubtlessly very flexible, but the problems related to the simultaneous occurrence of skewness, anomaly observations and multimodality can remain. Even when modeling using normal mixtures, overestimation
of the number of components (that is, the number of densities in the mixture of the random error) necessary to capture the asymmetric and/or heavy-tailed nature of each subpopulation can occur. Thus in this article we propose a robust mixture model for censored data based on the multivariate Student-\(t\) distribution (FM-tMC model) by extending the mixture of normal mixtures proposed by He (2013). More specifically, our objectives are: (i) to propose a multivariate mixture model for censored data (and associated likelihood inference) based on the mixtures of multivariate Student-\(t\) distribution (ii) to implement and evaluate the proposed method computationally; and (iii) to apply these results to the analysis of a real-life dataset.

The remainder of the paper is organized as follows. In Section 2, we briefly discuss some preliminary results related to the truncated multivariate Student-\(t\) distribution and some of its key properties. In addition, we present the tMC model proposed by Garay et al. (2014) and the related ML estimation. In Section 3, we present the robust FM-tMC model, including the EM algorithm for ML estimation, and derive the empirical information matrix analytically to obtain the standard errors. In Sections 4 and 5, numerical examples using both simulated and real data are given to illustrate the performance of the proposed method. Finally, some concluding remarks are presented in Section 6.

2 The multivariate Student-\(t\) censored regression model

2.1 Preliminaries

In this section, we present some useful results associated to the \(p\)-variate Student-\(t\) distribution that will be needed for implementing the EM algorithm for ML estimation. We start with the probability density function (pdf) of a Student-\(t\) random vector \(Y \in \mathbb{R}^p\) with location vector \(\mu\), scale matrix \(\Sigma\) and \(\nu\) degrees of freedom. Its pdf is given by

\[
t_p(y \mid \mu, \Sigma, \nu) = \frac{\Gamma\left(\frac{p+\nu}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right) \pi^{p/2} \nu^{-p/2} |\Sigma|^{-1/2}} \left(1 + \frac{Q(y)}{\nu}\right)^{-(p+\nu)/2},
\]

where \(\Gamma(\cdot)\) is the standard gamma function and \(Q(y) = (y - \mu)^\top \Sigma^{-1} (y - \mu)\) is the Mahalanobis distance. The notation adopted for the Student-\(t\) pdf is \(t_p(\mu, \Sigma, \nu)\).

The cumulative distribution function (cdf) is denoted by \(T_p(\cdot \mid \mu, \Sigma, \nu)\). It is important to stress that if \(\nu > 1\), the mean of \(y\) is \(\mu\) and if \(\nu > 2\), the covariance matrix is given by \(\nu(\nu - 2)^{-1} \Sigma\). Moreover, as \(\nu\) tends to infinity, \(Y\) converges in distribution to a multivariate normal with mean \(\mu\) and covariance matrix \(\Sigma\).

An important property of the random vector \(Y\) is that it can be written as a function of a normal random vector and a positive random variable, i.e,

\[
Y = \mu + U^{-1/2}Z,
\]

where \(Z\) is a normal random vector, with zero-mean vector and covariance \(\Sigma\), independent of \(U\), which is a positive random variable with a gamma distribution Gamma(\(\nu/2, \nu/2\)).

\(^1\)Gamma(\(a, b\)) denotes a gamma distribution with \(a/b\) mean.
The distribution of \( Y \) constrained to lie within the right-truncated hyperplane

\[
\mathbb{A} = \{ y \in \mathbb{R}^p \mid y \leq a \},
\]

where \( y = (y_1, \ldots, y_p)^\top \) and \( a = (a_1, \ldots, a_p)^\top \), is a truncated Student-\( t \) distribution, denoted by \( Tt_p(\mu, \Sigma, \nu; \mathbb{A}) \), with pdf given by

\[
f(y \mid \mu, \Sigma, \nu; \mathbb{A}) = \frac{t_p(y \mid \mu, \Sigma, \nu)}{T_p(a \mid \mu, \Sigma, \nu)} \mathbb{I}_\mathbb{A}(y),
\]

where \( \mathbb{I}_\mathbb{A}(\cdot) \) is the indicator function of \( \mathbb{A} \).

As was mentioned at the beginning of this section, the following properties of the multivariate Student-\( t \) and truncated Student-\( t \) distributions are useful for the implementation of the EM-algorithm. We start with the marginal-conditional decomposition of a Student-\( t \) random vector. Details of the proofs are provided in Arellano-Valle & Bolfarine (1995).

**Proposition 1** Let \( Y \sim Tt_p(\mu, \Sigma, \nu) \) and \( Y \) be partitioned as \( Y^\top = (Y_1^\top, Y_2^\top)^\top \), with \( \text{dim}(Y_1) = p_1 \), \( \text{dim}(Y_2) = p_2 \), \( p_1 + p_2 = p \), and where \( \Sigma = \left( \begin{array}{cc} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{array} \right) \) and \( \mu = (\mu_1^\top, \mu_2^\top)^\top \), are the corresponding partitions of \( \Sigma \) and \( \mu \). Then, we have

(i) \( Y_1 \sim Tt_{p_1}(\mu_1, \Sigma_{11}, \nu) \); and

(ii) the conditional cdf of \( Y_2 \mid Y_1 = y_1 \) is given by

\[
P(Y_2 \leq y_2 \mid Y_1 = y_1) = T_{p_2} \left( y_2 \mid \mu_{2.1}, \tilde{\Sigma}_{22.1}, \nu + p_1 \right),
\]

where \( \tilde{\Sigma}_{22.1} = \left( \frac{\nu + \delta_1}{\nu + p_1} \right) \Sigma_{22.1}, \delta_1 = (y_1 - \mu_1)^\top \Sigma_{11}^{-1} (y_1 - \mu_1), \Sigma_{22.1} = \Sigma_{22} - \Sigma_{21} \Sigma_{11}^{-1} \Sigma_{12}, \)

and \( \mu_{2.1} = \mu_2 + \Sigma_{21} \Sigma_{11}^{-1} (y_1 - \mu_1) \).

The following results provide the truncated moments of a Student-\( t \) random vector. The proofs of Proposition 2 and 3 are given in Matos *et al.* (2013b). The proof of Proposition 4 is given in Ho *et al.* (2012).

**Proposition 2** If \( Y \sim Tt_p(\mu, \Sigma, \nu; \mathbb{A}) \) with \( \mathbb{A} \) as in (2), then the \( k \)-th moment of \( Y \), \( k = 0, 1, 2 \), is

\[
E \left[ \left( \frac{\nu + p}{\nu + \delta} \right)^r Y^{(k)} \right] = c_p(\nu, r) \frac{T_p(a \mid \mu, \Sigma^*, \nu + 2r)}{T_p(a \mid \mu, \Sigma, \nu)} E_w \left[ W^{(k)} \right], \quad W \sim Tt_p(\mu, \Sigma^*, \nu + 2r; \mathbb{A}),
\]

where \( c_p(\nu, r) = \left( \frac{\nu + p}{\nu} \right)^r \left( \frac{\Gamma((p + \nu)/2) \Gamma((\nu + \nu + 2r)/2)}{\Gamma(\nu/2) \Gamma((\nu + 2r)/2)} \right), \delta = (Y - \mu)^\top \Sigma^{-1} (Y - \mu), a = (a_1, \ldots, a_p)^\top, \Sigma^* = \frac{\nu}{\nu + 2r} \Sigma, Y^{(0)} = 1, Y^{(1)} = Y, Y^{(2)} = YY^\top, \text{ and } \nu + 2r > 0.

Having established a formula for the \( k \)-order moments of \( Y \), we now present a result on conditional moments of the partition of \( Y \).

**Proposition 3** Let \( Y \sim Tt_p(\mu, \Sigma, \nu; \mathbb{A}) \) with \( \mathbb{A} \) as in (2). Consider the partition \( Y^\top = (Y_1^\top, Y_2^\top) \) with \( \text{dim}(Y_1) = p_1 \), \( \text{dim}(Y_2) = p_2 \), \( p_1 + p_2 = p \), and the corresponding partition of the parameters
\( \mu, \Sigma, a(a^{y_1}, a^{y_2}) \) and \( \mathbb{A}(\hat{a}^{y_1}, \hat{a}^{y_2}) \). Then, under the notation of Proposition 1, the conditional \( k \)-th moment of \( Y_2 \) is

\[
E \left[ \left( \frac{\nu + p}{\nu + \delta} \right)^r Y_2^{(k)} \mid Y_1 \right] = \frac{d_p(p_1, \nu, r) T_{p_2}(a^{y_2} \mid \mu_{2,1}, \tilde{\Sigma}_{22,1}^{*}, \nu + p_1 + 2r)}{T_{p_2}(a^{y_2} \mid \mu_{2,1}, \Sigma_{22,1}, \nu + p_1)} E_W[W^{(k)}],
\]

where \( W \sim T_{p_2}(\mu_{2,1}, \tilde{\Sigma}_{22,1}^{*}, \nu + p_1 + 2r; \mathbb{A}^{y_2}) \), \( \delta = (Y - \mu)^T \Sigma^{-1} (Y - \mu) \), \( \delta_1 = (Y - \mu_1)^T \Sigma_{11}^{-1} (Y_1 - \mu_1) \), \( a^{y_2} = (a_1, \ldots, a_{p_2})^T \), \( \tilde{\Sigma}_{22,1}^{*} = \left( \frac{\nu + \delta_1}{\nu + 2r + p_1} \right) \Sigma_{22,1}, \nu + p_1 + 2r > 0 \) and

\[
d_p(p_1, \nu, r) = (\nu + p)^r \left( \frac{\Gamma((p + \nu)/2) \Gamma((p_1 + \nu + 2r)/2)}{\Gamma((p_1 + \nu)/2) \Gamma((p + \nu + 2r)/2)} \right).
\]

In the following Proposition, we establish relationships between the expectation and covariance of \( Y \) and \( W \).

**Proposition 4** Let \( Y \sim T_{p}((\mu, \Sigma, \nu; \mathbb{A}^*) \), with \( \mathbb{A}^* = \{ y \in \mathbb{R}^p \mid a^* < y \leq b^* \} \), where \( a^* = (a_1^*, \ldots, a_n^*)^T \), \( b^* = (b_1^*, \ldots, b_n^*)^T \), \( \Sigma = \Lambda \mathbf{R} \Lambda \) and \( \Lambda = \text{Diag}(\sigma_{11}, \ldots, \sigma_{pp}) \) is a \( p \times p \) diagonal matrix with each diagonal element being positive. We have that \( W = \Lambda^{-1} (Y - \mu) \sim T_{p}(0, \mathbf{R}, \nu; \mathbb{A}) \), where \( a = \Lambda^{-1} (a^* - \mu) \) and \( b = \Lambda^{-1} (b^* - \mu) \). Therefore,

\[
E[Y] = \mu + \Lambda E[W]
\]

\[
E[YY^T] = \mu \mu^T + \Lambda E[W] \mu^T + \mu E[W^T] \Lambda + \Lambda E[WW^T] \Lambda^T,
\]

where \( E[W] \) and \( E[WW^T] \) are given in Ho et al. (2012).

### 2.2 The statistical model

Now we present the robust multivariate \( t \) model for censored data. Let us write

\[
Y_i \sim t_{p}(\mu, \Sigma, \nu), \quad i = 1, \ldots, n,
\]

where \( Y_i = (Y_{i1}, \ldots, Y_{ip})^T \) is a \( p \times 1 \) vector of responses for sample unit \( i \), \( \mu = (\mu_1, \ldots, \mu_p)^T \) and the dispersion matrix \( \Sigma = \Sigma(\alpha) \) depends on unknown and reduced parameter vector \( \alpha \). We assume \( Y_i, i = 1, \ldots, n \), are independent and identically distributed. We consider the approach proposed by Vaida & Liu (2009) and Matos et al. (2013b) to model the censored responses. Thus, the observed data for the \( i \)-th subject is given by \((V_i, C_i)\), where \( V_i \) represents the vector of uncensored reading or censoring level and \( C_i \) the vector of censoring indicators. In other words,

\[
Y_{il} \leq V_{il} \quad \text{if} \quad C_{il} = 1, \quad \text{and} \quad Y_{il} = V_{il} \quad \text{if} \quad C_{il} = 0,
\]

\[
i = 1, \ldots, n, \quad l = 1, \ldots, p,
\]

so that, (3) along with (4) defines the Student-\( t \) censored model for multivariate responses (tMC model). Notice that a left censoring structure causes a right truncation of the distribution, since we only know that the true observation \( y_{il} \) is less than or equal to the observed quantity \( V_{il} \). Moreover, the right censored problem can be represented by a left censored problem by simultaneously transforming the response \( y_{il} \) and censoring level \( V_{il} \) to \( -Y_{il} \) and \( -V_{il} \).
2.3 The likelihood function

To obtain the likelihood function of the tMC model, first we treat separately the observed and censored components of $y_i$, i.e., $y_i = (y_i^o, y_i^c)^\top$, with $C_{it} = 0$ for all elements in $y_i^o$, and $C_{it} = 1$ for all elements in $y_i^c$. Accordingly, we write $V_i = vec(V_i^o, V_i^c)$, where $vec(\cdot)$ denotes the function which stacks vectors or matrices of the same number of columns, with $\Sigma_i = \Sigma_i(\alpha) = (\Sigma_{i,cc,co}, \Sigma_{i,oo})$ and $\mu_i = (\mu_i^o, \mu_i^c)^\top$. Then, using Proposition 1, we have that $y_i^o \sim t_{p_i^o}(\mu_i^o, \Sigma_{i,oo}, \nu)$ and $y_i^c \sim t_{p_i^c}(\mu_i^c, \Sigma_{i,co}, \nu + p_i^c)$, where

$$
\mu_i^{co} = \mu_i^c + \Sigma_i^{co}\Sigma_i^{oo-1}(y_i^o - \mu_i^o), \quad S_i^{co} = \left(\frac{\nu + Q(y_i^o)}{\nu + p_i^o}\right)\Sigma_{i,cc,co}, \quad \text{(5)}
$$

with $\Sigma_{i,cc,co} = \Sigma_{i,cc} - \Sigma_{i,co}\Sigma_i^{oo-1}\Sigma_{i,co}$ and $Q(y_i^o) = (y_i^o - \mu_i^o)^\top\Sigma_i^{oo-1}(y_i^o - \mu_i^o)$. Therefore, the likelihood function of $\theta = (\mu^\top, \alpha^\top, \nu)^\top$ for subject $i$ is given by

$$
L_i(\theta \mid y) = f(V_i \mid C_i, \theta) = f(y_i^o \leq V_i^o \mid y_i^c = V_i^c, \theta) f(y_i^o = V_i^o \mid \theta) = T_{p_i^o}(V_i^o \mid \mu_i^{co}, S_i^{co}, \nu + p_i^o)T_{p_i^c}(V_i^c \mid \mu_i^c, \Sigma_{i,co}, \nu) = L_i. \quad \text{(6)}
$$

Straightforwardly, the log-likelihood function for the observed data is given by $\ell(\theta \mid y) = \sum_{i=1}^n \log L_i$. It is important to note that this function can be computed at each step of the EM-type algorithm without additional computational burden since the $L_i$’s have already been computed at the E-step. We assume that the degrees of freedom parameter of the Student-$t$ distribution is fixed. For choosing the most appropriate value of this parameter, we will use the log-likelihood profile (Lange et al., 1989; Meza et al., 2011). This assumption is based on the work by Lucas (1997), in which the author showed that the protection against outliers is preserved only if the degrees of freedom parameter is fixed. Consequently, the parameter vector for the tMC model is $\theta = (\beta^\top, \alpha^\top)^\top$.

2.4 Parameter estimation via the EM algorithm

We describe in detail how to carry out ML estimation for the proposed tMC model. The EM algorithm, originally proposed by Dempster et al. (1977), is a very popular iterative optimization strategy commonly used to obtain ML estimates for incomplete data problems. This algorithm has many attractive features such as the numerical stability and the simplicity of implementation and its memory requirements are quite reasonable (Couvreur, 1996).

In order to propose the EM algorithm for our tMC model, firstly we define $y = (y_1^T, \ldots, y_n^T)^T$, $u = (u_1, \ldots, u_n)^T$, $V = vec(V_1, \ldots, V_n)$, and $C = vec(C_1, \ldots, C_n)$ such that we observe $(V_i, C_i)$ for the $i$-th subject. Now, we treat $u$ and $y$ as hypothetical missing data, and augmenting with the observed data $V, C$ corresponding to the censoring mechanism. Consequently, we set the complete-data vector as $y_c = (C^T, V^T, y^T, u^T)^T$. The complete data log-likelihood function is given by

$$
\ell_c(\theta \mid y_c) = \sum_{i=1}^n \ell_i(\theta \mid y_c),
$$
where

$$\ell_i(\theta | y_c) = -\frac{1}{2} \left[ n \log |\Sigma| + u_i(y_i - \mu)^\top \Sigma^{-1}(y_i - \mu) \right] + h(u_i | \nu) + c,$$

with $c$ being a constant that does not depend on $\theta$ and $h(u_i | \nu)$ being the Gamma($\nu/2, \nu/2$) pdf. Finally, the EM algorithm for the tMC model can be summarized through the following two steps.

**E-step:**
Given the current value $\theta = \hat{\theta}^{(k)}$, the E-step provides the conditional expectation of the complete data log-likelihood function

$$Q(\theta | \hat{\theta}^{(k)}) = E \left[ \ell_i(\theta | y_c) | V, C, \hat{\theta}^{(k)} \right] = \sum_{i=1}^n Q_i(\theta | \hat{\theta}^{(k)}),$$

where

$$Q_i(\theta | \hat{\theta}^{(k)}) = Q_i(\mu, \alpha | \hat{\theta}^{(k)}) = -\frac{1}{2} \log |\Sigma| - \frac{1}{2} \text{tr} \left( \hat{\Sigma}_i^{(k)} - 2 \hat{\mu}_i^{(k)} \hat{\mu}_i^{(k)\top} + \hat{u}_i^{(k)} \mu \mu^\top \Sigma^{-1} \right).$$

with $\hat{\mu}_i^{(k)} = E[U_i | V_i, C_i, \hat{\theta}^{(k)}]$, $\hat{\Sigma}_i^{(k)} = E[U_i Y_i | V_i, C_i, \hat{\theta}^{(k)}]$ and $\hat{u}_i^{(k)} = E[U_i | V_i, C_i, \hat{\theta}^{(k)}]$. Note that, since $\nu$ is fixed, there is no need to obtain $E \left[ h(U_i | \nu) | V, C, \hat{\theta}^{(k)} \right]$.

**M-step:**
In this step, $Q(\theta | \hat{\theta}^{(k)})$ is conditionally maximized with respect to $\theta$ and a new estimate $\hat{\theta}^{(k+1)}$ is obtained. Specifically, we have that

$$\hat{\mu}^{(k+1)} = \left( \sum_{i=1}^n \hat{u}_i^{(k)} \right)^{-1} \sum_{i=1}^n \hat{u}_i^{(k)} \hat{\mu}_i^{(k)},$$

$$\hat{\Sigma}^{(k+1)} = \frac{1}{n} \sum_{i=1}^n \left[ \hat{u}_i^{(k)} (\hat{u}_i^{(k)} - 2 \hat{\mu}_i^{(k)} \hat{\mu}_i^{(k)\top} + \hat{u}_i^{(k)} \hat{\mu}_i^{(k+1)} \hat{\mu}_i^{(k+1)\top}) \right].$$

The algorithm is iterated until a suitable convergence rule is satisfied. In this case, we adopt the distance involving two successive evaluations of the log-likelihood defined in (6), that is, $|\ell(\hat{\theta}^{(k+1)})/\ell(\hat{\theta}^{(k)}) - 1|$ as a convergence criterion. It is important to stress that from equations (8)-(9), the E-step reduces to the computation of $\hat{u}_i^{(k)}$, $\hat{\mu}_i^{(k)}$, and $\hat{\Sigma}_i^{(k)}$. These expected values can be determined in closed form, using Propositions 1-4, as follows:
1. If the subject $i$ has only censored components, from Proposition 2

$$
\widehat{u}_{i}^{(k)} = E \left[ U_i Y_i Y_i^\top \mid V_i, C_i, \hat{\theta}^{(k)} \right] = \frac{T_p(V_i \mid \hat{\mu}^{(k)}, \hat{\Sigma}^{(k)}, \nu + 2)}{T_p(V_i \mid \hat{\mu}^{(k)}, \hat{\Sigma}^{(k)}, \nu)} E \left[ W_i W_i^\top \right],
$$

$$
\widehat{u}_{i}^{(k)} = E \left[ U_i Y_i \mid V_i, C_i, \hat{\theta}^{(k)} \right] = \frac{T_p(V_i \mid \hat{\mu}^{(k)}, \hat{\Sigma}^{(k)}, \nu + 2)}{T_p(V_i \mid \hat{\mu}^{(k)}, \hat{\Sigma}^{(k)}, \nu)} E \left[ W_i \right],
$$

$$
\widehat{u}_{i}^{(k)} = E \left[ U_i \mid V_i, C_i, \hat{\theta}^{(k)} \right] = \frac{T_p(V_i \mid \hat{\mu}^{(k)}, \hat{\Sigma}^{(k)}, \nu + 2)}{T_p(V_i \mid \hat{\mu}^{(k)}, \hat{\Sigma}^{(k)}, \nu)},
$$

where $W_i \sim T_{p}^{(k)}(\mu^{(k)}, \Sigma^{(k)}, \nu + 2; A_i)$, $\Sigma^{(k)} = \frac{\nu}{\nu + 2} \hat{\Sigma}^{(k)}$, and $A_i = \{ W_i \in \mathbb{R}^p \mid w_i \leq V_i \}$ where $w_i = (w_{i1}, \ldots, w_{i_m})^\top$ and $V_i = (V_{i1}, \ldots, V_{im})^\top$.

2. If the subject $i$ has only non-censored components, then,

$$
\widehat{\mu}_{i}^{(k)} = \left( \frac{\nu + p}{\nu + \hat{\Sigma}^{(k)}(y_i)} \right) y_i y_i^\top \widehat{u}_{i}^{(k)} = \left( \frac{\nu + p}{\nu + \hat{\Sigma}^{(k)}(y_i)} \right) y_i, \quad \widehat{u}_{i}^{(k)} = \left( \frac{\nu + p}{\nu + \hat{\Sigma}^{(k)}(y_i)} \right),
$$

where $\hat{\Sigma}^{(k)}(y_i) = (y_i - \hat{\mu}^{(k)})^\top \hat{\Sigma}^{(k)}^{-1}(y_i - \hat{\mu}^{(k)})$.

3. If the subject $i$ has censored and uncensored components, then from Proposition 3 and given that $\{ Y_i \mid V_i, C_i \}, \{ Y_i^c \mid V_i, C_i, \nu \}$, and $\{ Y_i^c \mid V_i, C_i, \nu \}$ are equivalent processes, we have that

$$
\widehat{u}_{i}^{(k)} = E \left[ U_i Y_i Y_i^\top \mid y_i^c, V_i, C_i, \hat{\theta}^{(k)} \right] = \left( \begin{array}{c}
\hat{u}_{i}^{(k)} y_i^c \hat{w}_{i}^{(k)}
\hat{u}_{i}^{(k)} y_i^c \hat{w}_{i}^{(k)}
\end{array} \right),
$$

$$
\widehat{u}_{i}^{(k)} = E \left[ U_i Y_i \mid y_i^c, V_i, C_i, \hat{\theta}^{(k)} \right] = vec(y_i^c \hat{u}_{i}^{(k)} \hat{w}_{i}^{(k)}),
$$

$$
\widehat{u}_{i}^{(k)} = E \left[ U_i \mid y_i^c, V_i, C_i, \hat{\theta}^{(k)} \right] = \left( \begin{array}{c}
\frac{p_i^c + \nu}{\nu + \hat{\Sigma}^{(k)}(y_i^c)} \frac{T_n(V_i \mid \hat{\mu}_{i}^{(k)}, \hat{\Sigma}_{i}^{(k)}, \nu + p_i^c + 2)}{T_n(V_i \mid \hat{\mu}_{i}^{(k)}, \hat{\Sigma}_{i}^{(k)}, \nu + p_i^c + 2)}
\end{array} \right),
$$

where $\hat{\Sigma}_{i}^{(k)} = \left( \begin{array}{c}
\frac{\nu + \hat{\Sigma}^{(k)}(y_i^c)}{\nu + 2 + p_i^c}
\end{array} \right)$, $\hat{w}_{i}^{(k)} = E \left[ W_i \mid \hat{\theta}^{(k)} \right]$ and $\hat{w}_{i}^{(k)} = E \left[ W_i W_i^\top \mid \hat{\theta}^{(k)} \right]$,

with $\hat{\Sigma}^{(k)}(y_i^c) = (y_i^c - \hat{\mu}_{i}^{(k)})^\top \hat{\Sigma}_{i}^{(k)}(y_i^c)$, $W_i \sim T_{p}^{(k)}(\hat{\mu}_{i}^{(k)}, \hat{\Sigma}_{i}^{(k)}, \nu + p_i^c + 2; A_i)$ and $\hat{\Sigma}_{i}^{(k)}, \nu$ and $\nu$ are as in (14).

As was mentioned in Proposition 4, formulas for $E[W]$ and $E[WW^\top]$, where $W \sim T_{p}(\mu, \Sigma, \nu; A)$, can be found in Ho et al. (2012). For the computation of multivariate Student-t cdf we used the pmvt function of the mvtnorm package(Genz et al., 2008) from R software.
3 The FM-tMC model

Ignoring censoring for the moment, we consider a more general and robust framework for the multivariate response variable $Y_i$ of the model defined in (3), which is assumed to follows a mixture of multivariate Student-$t$ distributions:

$$Y_i \sim \sum_{j=1}^{G} \pi_j t_p(\mu_j, \Sigma_j, \nu_j),$$

where $\pi_j$ are weights adding to 1 and $G$ is the number of groups, also called components in mixture models. The mixture regression model considered in (10) is also defined as: let $Z_i$ be a latent class variable such that given $Z_i = j$, the response $y_i$ follows a multivariate Student-$t$ distribution

$$Y_i \sim t_p(\mu_j, \Sigma_j, \nu_j), \quad i = 1, \ldots, n, \quad j = 1, \ldots, G.$$ (11)

Now, suppose $P(Z_i = j) = \pi_j$, then the density of $y_i$, without observing $Z_i$, is

$$f(y_i | \theta) = \sum_{j=1}^{G} \pi_j t_p(y_i | \mu_j, \Sigma_j, \nu_j),$$

where $\theta = (\theta_1^\top, \ldots, \theta_G^\top)^\top$, with $\theta_j = (\mu_j, \Sigma_j^\top, \nu_j)^\top$. The model (12) is the regression model based on the mixture of Student-$t$ distributions, studied, for instance, by Peel & McLachlan (2000). Concerning the parameter $\nu_j$, $j = 1, \ldots, G$, for computational convenience we assume that $\nu = \nu_1 = \nu_2 = \ldots = \nu_G$. This strategy works very well in the empirical studies that we have conducted and greatly simplifies the optimization problem.

Following Karlsson & Laitila (2014), the mixture model for censored data can be formulated in a similar way to the model defined in (12) as:

$$f(y_i | C_i, \theta) = \sum_{j=1}^{G} \pi_j f_{ij}(V_i | C_i, \theta),$$

where

$$f_{ij}(V_i | C_i, \theta) = T_{p_i}(V_i^c | \mu_{ij}^c, S_{ij}^c, \nu + p_i^o) t_{p_i}(V_i^o | \mu_{ij}^o, \Sigma_{ij}^{oo}, \nu),$$

$$\mu_{ij}^c = \mu_{ij}^c + \Sigma_{ij}^{cc} \Sigma_{ij}^{oo-1} (y_i^o - \mu_{ij}^o), \quad S_i^{co} = \left( \frac{\nu + Q_{ij}(y_i^o)}{\nu + p_i^o} \right) \Sigma_{ij}^{cc-o},$$

with $\Sigma_{ij}^{cc-o} = \Sigma_{ij}^{cc} - \Sigma_{ij}^{co} \Sigma_{ij}^{oo-1} \Sigma_{ij}^{oc}$ and $Q_{ij}(y_i^o) = (y_i^o - \mu_{ij}^o)^\top \Sigma_{ij}^{oo-1} (y_i^o - \mu_{ij}^o)$. The model defined in (13) will be called the FM-tMC model. Thus, the log-likelihood function given the observed data $y$, is given by

$$\ell(\theta | y) = \sum_{i=1}^{n} \ell_i(\theta | y) = \sum_{i=1}^{n} \log(f(y_i | \theta)).$$
3.1 Maximum likelihood estimation via EM algorithm

In this section, we present an EM algorithm for the ML estimation of the FM-tMC model defined in (13). To explore the EM algorithm, we present the FM-tMC model in an incomplete-data framework, using the results presented in Section 2.

In order to simplify notations, algebra and future interpretations, it is appropriate to deal with a random vector \( Z_i = (Z_{i1}, \ldots, Z_{iG})^\top \) instead of the random variable \( Z_i \), where

\[
Z_{ij} = \begin{cases} 
1, & \text{if the } i\text{th observation is from the } j\text{th component;} \\
0, & \text{otherwise.}
\end{cases}
\]

Consequently, under this approach the random vector \( Z \) has multinomial distribution considering a withdrawal into \( G \) categories, with probabilities \( p_1, \ldots, p_G \), i.e.,

\[
P(Z_i = z_i) = \pi_1^{z_{i1}} \pi_2^{z_{i2}} \cdots \pi_G^{z_{iG}},
\]

where \( \sum_{j=1}^{G} \pi_j = 1 \), such that

\[
Y_i \mid Z_{ij} = 1 \sim \text{ind. } t_p(\mu_j, \Sigma_j, \nu).
\]

For the vector \( Z_i \) we will use the notation \( Z_i \overset{\text{iid}}{\sim} \text{Multinomial}(1, p_1, \ldots, p_g) \). Observe that \( Z_{ij} = 1 \) if and only if \( Z_i = j \). Thus, from (1), the set-up defined above can be written hierarchically as

\[
Y_i \mid U_i = u_i, Z_{ij} = 1 \sim \text{ind. } N(\mu_j, u_i^{-1} \Sigma_j),
\]

\[
U_i \mid Z_{ij} = 1 \sim \text{ind. } \text{Gamma}(\nu/2, \nu/2),
\]

\[
Z_i \overset{\text{iid}}{\sim} \text{Multinomial}(1, p_1, \ldots, p_g),
\]

for \( i = 1, \ldots, n \), all independent. For censored data, let \( y = (y_1^\top, \ldots, y_n^\top)^\top, u = (u_1, \ldots, u_n)^\top, \)
\( V = \text{vec}(V_1, \ldots, V_n) \), and \( C = \text{vec}(C_1, \ldots, C_n) \) such that we observe \( (V_i, C_i) \) for the \( i\)-th subject and \( z = (z_1^\top, \ldots, z_n^\top)^\top \). Then, under the hierarchical representation (14)–(16), it follows that the complete log-likelihood function associated with \( y_c = (y^\top, V^\top, C^\top, u^\top, z^\top)^\top \) is

\[
\ell_c(\theta \mid y_c) = c + \sum_{i=1}^{n} \sum_{j=1}^{G} z_{ij} \log \pi_j - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{G} z_{ij} \log (|\Sigma_j|) + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{G} z_{ij} u_i(y_i - \mu_j)^\top \Sigma_j^{-1}(y_i - \mu_j) + \sum_{i=1}^{n} \sum_{j=1}^{G} z_{ij} \log h(u_i \mid \nu),
\]

where \( c \) is a constant that is independent of the parameter vector \( \theta \).

Letting \( \hat{\theta}^{(k)} = (\hat{\theta}_1^{(k)} \top, \ldots, \hat{\theta}_G^{(k)} \top)^\top \), with \( \hat{\theta}_j^{(k)} = (\hat{\pi}_j^{(k)} \top, \hat{\Sigma}_j^{(k)} \top, \hat{\mu}_j^{(k)} \top)^\top, j = 1, \ldots, G \), the estimates of \( \theta \) at the \( k \)th iteration. It follows, after some simple algebra, that the conditional expectation of the
complete log-likelihood function has the form
\[
Q(\theta | \hat{\theta}^{(k)}) = c + \sum_{i=1}^{n} \sum_{j=1}^{G} Z_{ij}(\hat{\theta}^{(k)}) \log \pi_j - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{G} Z_{ij}(\theta^{(k)}) \log (|\Sigma_j|) \\
- \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{G} \text{tr}
\left[
\left(E_{2ij}(\hat{\theta}^{(k)}) - 2\mu_j E_{1ij}^{\top}(\hat{\theta}^{(k)}) + E_{0ij}(\hat{\theta}^{(k)})\mu_j\mu_j^{\top}\right)\Sigma_j^{-1}
\right],
\]
where
\[
E_{0ij}(\hat{\theta}^{(k)}) = E[Z_{ij} U_i | V_i, C_i, \hat{\theta}^{(k)}], \quad E_{1ij}(\hat{\theta}^{(k)}) = E[Z_{ij} U_i | V_i, C_i, \hat{\theta}^{(k)}], \\
E_{2ij}(\hat{\theta}^{(k)}) = E[Z_{ij} U_i Y_i | V_i, C_i, \hat{\theta}^{(k)}] \text{ and } Z_{ij}(\hat{\theta}^{(k)}) = E[Z_{ij} | V_i, C_i, \hat{\theta}^{(k)}].
\]
By using known properties of conditional expectation, we obtain
\[
Z_{ij}(\hat{\theta}^{(k)}) = \frac{\hat{\pi}_j^{(k)} f_{ij}(V_i | C_i, \hat{\theta}_j^{(k)})}{\sum_{j=1}^{G} \hat{\pi}_j^{(k)} f_{ij}(V_i | C_i, \hat{\theta}_j^{(k)})},
\]
\[
E_{0ij}(\hat{\theta}^{(k)}) = Z_{ij}(\hat{\theta}^{(k)})E[U_i | V_i, C_i, \hat{\theta}^{(k)}, Z_{ij} = 1], \quad E_{1ij}(\hat{\theta}^{(k)}) = Z_{ij}(\hat{\theta}^{(k)})E[U_i Y_i | V_i, C_i, \hat{\theta}^{(k)}, Z_{ij} = 1] \\
\text{and } E_{2ij}(\hat{\theta}^{(k)}) = Z_{ij}(\hat{\theta}^{(k)})E[U_i Y_i Y_i^{\top} | V_i, C_i, \hat{\theta}^{(k)}, Z_{ij} = 1],
\]
where the conditional expectations
\[
E[U_i | V_i, C_i, \hat{\theta}^{(k)}, Z_{ij} = 1], \quad E[U_i Y_i | V_i, C_i, \hat{\theta}^{(k)}, Z_{ij} = 1], \quad E[U_i Y_i Y_i^{\top} | V_i, C_i, \hat{\theta}^{(k)}, Z_{ij} = 1].
\]
can be directly obtained from the expressions \(\hat{u}_i^{(k)}\), \(\hat{u}_i^{(k)} y_i^{(k)}\), and \(\hat{u}_i^{(k)} y_i^{(k)}\), respectively, given in Subsection 2.3. Thus, we have closed form expression for all the quantities involved in the E-step of the algorithm. Next, we describe the EM algorithm for maximum likelihood estimation of the parameters of the FM-tMC model.

**E-step:** Given \(\theta = \hat{\theta}^{(k)}\), compute \(E_{sij}(\hat{\theta}^{(k)}), s = 0, 1, 2\) and \(Z_{ij}(\hat{\theta}^{(k)})\) for \(i = 1, \ldots, n, j = 1, \ldots, G\).

**M-step:** Update \(\hat{\theta}^{(k+1)}\) by maximizing \(Q(\theta | \hat{\theta}^{(k)})\) over \(\theta\), which leads to the following closed form expressions:
\[
\hat{\pi}_j^{(k+1)} = \frac{\sum_{i=1}^{n} Z_{ij}(\hat{\theta}^{(k)})}{n},
\]
\[
\hat{\mu}_j^{(k+1)} = \left(\sum_{i=1}^{n} E_{0ij}(\hat{\theta}^{(k)})\right)^{-1} \sum_{i=1}^{n} \left(E_{1ij}(\hat{\theta}^{(k)})\right),
\]
\[
\hat{\Sigma}_j^{(k+1)} = \left(\sum_{i=1}^{n} Z_{ij}(\hat{\theta}^{(k)})\right)^{-1} \sum_{i=1}^{n} \left(E_{2ij}(\hat{\theta}^{(k)}) - 2\mu_j^{(k+1)} E_{1ij}^{\top}(\hat{\theta}^{(k)}) + E_{0ij}(\hat{\theta}^{(k)})\mu_j^{(k+1)}\mu_j^{(k+1)\top}\right),
\]
where \( j = 1, \ldots, G \).

It is well known that mixture models can provide a multimodal log-likelihood function. In this sense, the method of maximum likelihood estimation through EM algorithm may not give global solutions if the starting values are far from the real parameter values. Thus, the choice of starting values for the EM algorithm in the mixture context plays a big role in parameter estimation. In our examples and simulation studies, we consider the following procedure for the FM-tMC model:

- Partition the observation into \( G \) groups using the K-means clustering algorithm (Basso et al., 2010). In this case, the censored values are considered as observed observations;
- Compute the proportion of data points belonging to the same cluster \( j \), say \( p_j^{(0)} \), \( j = 1, \ldots, G \). This is the initial value for \( p_j \);
- For each group \( j \), compute the initial values \( \mu_j^{(0)} \), \( (\Sigma_j^{(0)}) \) using the method of moments estimators.

### 3.2 Model selection

Because there is no universal criterion for mixture model selection, we chose three criteria to compare the models considered in this work, namely, the Akaike information criterion (AIC) (Akaike, 1974), the Bayesian information criterion (BIC) (Schwarz, 1978) and the efficient determination criterion (EDC) (Bai et al., 1989). Like the more popular AIC and BIC criteria, EDC has the form

\[
-2\ell(\hat{\theta}) + \rho c_n,
\]

where \( \ell(\theta) \) is the actual log-likelihood, \( \rho \) is the number of free parameters that has to be estimated in the model and the penalty term \( c_n \) is a convenient sequence of positive numbers. Here, we use \( c_n = 0.2\sqrt{n} \), a proposal that was considered in Basso et al. (2010) and Cabral et al. (2012). We have \( c_n = 2 \) for AIC, \( c_n = \log n \) for BIC, where \( n \) is the sample size.

### 3.3 Provision of standard errors

A simple way of obtaining the standard errors of ML estimates of mixture model parameters is to approximate the asymptotic covariance matrix of \( \hat{\theta} \) by the inverse of the observed information matrix. Let \( I_o(\theta) = -\partial^2 \ell(\theta) / \partial \theta \partial \theta^\top \) be the observed information matrix, where \( \ell(\theta) \) is the observed log-likelihood function in (13). In this work we use the alternative method suggested by Basford et al. (1997), which consists of approximating the inverse of the covariance matrix by

\[
I_o(\hat{\theta}) = \sum_{i=1}^n \hat{s}_i \hat{s}_i^\top, \quad \text{where} \quad \hat{s}_i = \mathbb{E} \left[ \frac{\partial \ell_{ic}(\theta)}{\partial \theta} \bigg| y_c \right] \bigg|_{\theta = \hat{\theta}},
\]

(24)

where \( \ell_{ic}(\theta) \) is given in (17) and

\[
\hat{s}_i = (\hat{s}_i \mu_1, \ldots, \hat{s}_i \mu_G, \hat{s}_i \alpha_1, \ldots, \hat{s}_i \alpha_G, \hat{s}_{i, \pi_1}, \ldots, \hat{s}_{i, \pi_{G-1}})^\top.
\]
Expressions for the elements \( \hat{s}_i, \mu_j, \hat{s}_i, \alpha_j, \hat{s}_i, \pi_j \) are given in the following:

\[
\begin{align*}
\hat{s}_i, \mu_j &= \sum_j^{-1}(E_{1ij}(\hat{\theta}) - E_{0ij}(\hat{\theta})\hat{\mu}_j), \\
\hat{s}_i, \pi_j &= \frac{Z_{ij}(\hat{\theta})}{\tilde{\pi}_j} - \frac{Z_{ij}(\hat{\theta})}{\tilde{\pi}_G}, \\
\hat{s}_i, \alpha_j &= -\frac{1}{2}\text{tr}\left[ Z_{ij}(\hat{\theta})\sum_j^{-1} \frac{\partial \sum_j}{\partial \alpha_{jr}} - \psi(\hat{\theta})\sum_j^{-1} \frac{\partial \sum_j}{\partial \alpha_{jr}} \sum_j^{-1}\right] \tag{25}
\end{align*}
\]

where \( \psi(\hat{\theta}) = (E_{2ij}(\hat{\theta}) - \hat{\mu}_j E_{1ij}(\hat{\theta}) - E_{1ij}(\hat{\theta})\hat{\mu}_j^\top + E_{0ij}(\hat{\theta})\hat{\mu}_j\hat{\mu}_j^\top) \) and \( \alpha_{jr} \) denotes the \( r \)-th element of \( \alpha_j \). It is important to stress that in our analysis we focus solely on comparing the SE of \( \mu_j, \alpha_j \) and \( \pi_j \), with \( j = 1, \ldots, G \), since that \( \nu \) is assumed to be known.

The information-based approximation (24) is asymptotically applicable. However, it is less reliable unless the sample size is sufficiently large. It is common practice to perform the parametric bootstrap approach (Efron & Tibshirani, 1986) to obtain more accurate standard error estimates. However, we do not employ the bootstrap approach, since it requires enormous amounts of computing power.

### 4 Simulation studies

In order to study the performance of our proposed method, we present three simulation studies. The first one shows the parameter recovery, that is, if we can estimate the true parameter values accurately by using the proposed EM algorithm. The second one investigates the ability of the FM-tMC model to cluster observations. Finally, the third one shows the asymptotic behavior of the EM estimates for the proposed model.

#### Parameter recovery

In this section, we consider one scenario for simulation in order to verify if we can estimate the true parameter values accurately by using the proposed EM algorithm. This is the first step to ensure that the estimation procedure works satisfactorily. We fit data that were artificially generated from the model (13) and several censoring proportion settings (5\%, 10\%, 30\%). We generated 500 Monte Carlo samples of size \( n = 100, 400, 1000 \). We consider small and different variances with the following parameter setup:

\[
0.65 \, t_2 \left( \begin{bmatrix} -5 \\ -4 \end{bmatrix}, \begin{bmatrix} 3 & 1 \\ 1 & 4.5 \end{bmatrix}, 4 \right) + 0.35 \, t_2 \left( \begin{bmatrix} 2 \\ 3 \end{bmatrix}, \begin{bmatrix} 2 & 1 \\ 1 & 3.5 \end{bmatrix}, 4 \right).
\]

The average values (Mean) and standard deviations (Std) of the estimates across the 500 Monte Carlo samples were computed. Also were computed the average (IM Std) values of the approximate standard errors of the estimates obtained through the method described in Subsection 3.3 and the percentage of coverage of the resulting 95\% confidence intervals (COV) assuming asymptotic normality.
Table 1: Simulated data: Parameter recovery. Mean, standard deviations (Std) for EM estimates and percentage of coverage (COV) based on 500 samples from the FM-tMC model. IM Std indicates the average of the approximate standard errors of the estimates obtained through the method described in Subsection 3.3.
The results are presented in Table 1. The estimates of the parameters are close to the true values of the parameters and become closer as the sample size increases. Moreover, the estimates are less sensitive to the variation of the censoring level. In general, the results suggest that the proposed FM-tMC model produced satisfactory estimates, as expected. We also see this from Table 1 that the estimation method of the standard errors provides relatively close results (Std and IM Std), indicating that the proposed asymptotic approximation for the variances of the ML estimates is reliable. This can also be seen in the coverage parameters (COV), since in general a confidence interval above 90% coverage is maintained for each parameter. In a similar way, we analyze other scenario: large but equal variances, and the results are presented in Table 6 given in the Appendix.

Clustering

In this section, we illustrate the ability of the FM-tMC model to fit data with a mixture structure generated from a different family of distributions, such as the skew-normal independent (SNI) family of distributions (Cabral et al., 2012), and we also investigate the ability of the FM-tMC model to cluster observations, that is, to allocate them into groups of observations that are similar in some sense. We know that each data point belongs to one of $G$ components in a heterogeneous population, but we do not know how to discriminate between them. Modeling by mixture models allows clustering of the data in terms of the estimated (posterior) probability that a single point belongs to a given group.

We generated 300 Monte Carlo samples with 15% of censoring under the following scenarios: (I) scenario 1 (Figure 1): a mixture of two skew-$t$ models (Azzalini & Genton, 2008), and (II) scenario 2 (Figure 2): a mixture of two skew-slash (Wang & Genton, 2006) distributions. The parameter values were chosen to present a considerable proportion of outliers and skewness pattern. It can be seen from Figures 1 and 2 that the groups are poorly separated. Furthermore, note that although we have a two components mixture, the histogram may not to be clearly bimodal.

For each sample of size $n = 150$, we proceed with clustering ignoring the known true classification. Following the method proposed by Liu & Lin (2014), to assess the quality of the classification function of each mixture model, an index measure was used in the current study, called correct classification rate $CCR$, which is based on the posterior probability assigned to each subject. The FM-tMC were fitted using the algorithm described in the Section 3.1 in order to obtain the estimate of the posterior probability that an observation $Y_i$ belongs to the $j$th component of the mixture, i.e. $Z_{ij}(\hat{\theta}^{(k)})$. For sample $l$, $l = 1, \ldots, 300$, we compute the number of correct allocations ($CCRs$) divided by the sample size $n$, that is, $ACCR = \frac{1}{300} \sum_{l=1}^{300} CCR_l$.

<table>
<thead>
<tr>
<th>Fitted model</th>
<th>Scenario I</th>
<th>Scenario II</th>
</tr>
</thead>
<tbody>
<tr>
<td>FM-nMC</td>
<td>0.87</td>
<td>0.74</td>
</tr>
<tr>
<td>FM-tMC</td>
<td>0.96</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Table 2: Simulated data from a mixture of two skew-$t$ (Scenario I) and two skew-slash (Scenario II) models ($n = 150$): Clustering. Monte Carlo mean of right allocation rates for fitted FM-tMC and FM-nMC models
Table 2 shows the mean value of the correct allocation rates \( ACCR \), where larger values indicate better classification results. Comparing with the results for the FM-nMC model, we can see that modeling using the FM-tMC model represents an improvement in the outright clustering and has a better performance, showing the robustness of the FM-tMC model to discrepant observations as well as to censored distributions which seem to occur quite often in practice.

**Asymptotic properties**

In this simulation study, we analyze the absolute bias (Bias) and mean square error (MSE) of the estimates obtained from the FM-tMC model through the proposed EM algorithm. These measures are defined by

\[
Bias(\theta_i) = \frac{1}{M} \sum_{j=1}^{M} |\hat{\theta}_i^{(j)} - \theta_i| \quad \text{and} \quad MSE(\theta_i) = \frac{1}{M} \sum_{j=1}^{M} (\hat{\theta}_i^{(j)} - \theta_i)^2, \tag{26}
\]

where \( \hat{\theta}_i^{(j)} \) is the ML estimate of the parameter \( \theta_i \) for the \( j \)th sample. Six different sample sizes \( (n = 100, 200, 300, 400, 600, 1000) \) are considered.
Figure 2: Simulated data from a mixture of two skew-slash models \( (n = 150) \): Clustering. (a) Histogram for the simulated sample - scenario I, (b) Scatter plot for one simulated sample along with the original group (green and red colors) and the the respective density contours: (c) FM-nMC fit and (d) FM-tMC fit.

For each sample size, we generate 500 Monte Carlo samples with 5\%, 10\%, 20\%, 30\% of censoring proportion. Using the EM algorithm, the absolute bias and mean squared error for each parameter over the 500 datasets were computed. The parameter setup is as follows:

\[
0.35 \ t_2 \left( \begin{bmatrix} 2 \\ 3 \end{bmatrix}, \begin{bmatrix} 2 & 1 \\ 1 & 3.5 \end{bmatrix}, 4 \right) + 0.65 \ t_2 \left( \begin{bmatrix} -5 \\ -4 \end{bmatrix}, \begin{bmatrix} 2 & 1 \\ 1 & 3.5 \end{bmatrix}, 4 \right),
\]

The results for the estimates of \( \mu, \Sigma \) and \( \pi \) are given in Figures 3, 4 and 5, respectively. We can see a pattern of convergence to zero of the (Bias) and MSE when \( n \) increases, independent of the censoring pattern. As a general rule, we can say that Bias and MSE approach to zero when the sample size increases, indicating that the estimates based on the proposed EM-type algorithm under the FM-tMC model do admit desirable asymptotic properties.
<table>
<thead>
<tr>
<th>Samples Sizes (n)</th>
<th>BIAS</th>
<th>Censored</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td></td>
<td></td>
</tr>
<tr>
<td>750</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000</td>
</tr>
<tr>
<td>0.025</td>
</tr>
<tr>
<td>0.050</td>
</tr>
<tr>
<td>0.075</td>
</tr>
</tbody>
</table>

Figure 3: Simulated data: Asymptotic properties. Bias (first column) and MSE (second column) of (a, b) for $\mu_{11}$, (c, d) for $\mu_{12}$, (e, f) for $\mu_{21}$ and (g, h) for $\mu_{22}$ estimate under FM-tMC model with different levels of censoring (5%, 10%, 20%, 30%)
Figure 4: Simulated data: Asymptotic properties. Bias (first column) and MSE (second column) of (a, b) for $\sigma_{11}$, (c, d) for $\sigma_{12}$ and (e, f) for $\sigma_{22}$ estimate under FM-tMC model with different levels of censoring (5%, 10%, 20%, 30%)
Figure 5: Simulated data: Asymptotic properties. Bias (first column) and MSE (second column) of (a, b) for $\pi_1$ and (c, d) for $\pi_2$ estimate under FM-tMC model with different levels of censoring (5%, 10%, 20%, 30%)

5 Application

We consider a dataset consisting of concentration levels of certain dissolved trace metals in freshwater streams across the Commonwealth of Virginia. The Virginia Department of Environment Quality (VDEQ) provided the data used in this application, and these data were previously analyzed by Hoffman & Johnson (2015), where they proposed a pseudo-likelihood approach for estimating parameters of multivariate normal and log-normal models. It is very important to determine the quality of Virginia’s water resources across the state to guide their safe use. The methodology adopted must neither underestimate nor overestimate the levels of contamination, as otherwise the results can compromise public health, environmental safety or can unfairly restrict local industry.

Specifically, this dataset consists of the concentration levels of the dissolved trace metals copper (Cu), lead (Pb), zinc (Zn), calcium (Ca) and magnesium (Mg) from 184 independent randomly selected sites in freshwater streams across Virginia. The Cu, Pb, and Zn concentrations are reported in $\mu g/L$ of water, whereas Ca and Mg concentrations are suitably reported in mg/L of water. Since the measurements are taken at different times, the presence of multiple limit of detection values is possible for each trace metal (VDEQ, 2003). The limit of detection is 0.1 $\mu g/L$ for Cu and
Pb, 1.0mg/L for Zn, 0.5mg/L for Ca and 1.0mg/L for Mg.

The percentages of left-censored values are 2.7% for Ca, 4.9% for Cu, 9.8% for Mg, which are small in comparison to 78.3% for Pb and 38.6% for Zn. Also note that 17.9% of the streams had 0 non-detected trace metals, 39.1% had 1, 37.0% had 2, 3.8% had 3, 1.1% had 4 and 1.1% had 5. Figure 6 shows the histogram of the concentration levels of each trace metal and all together. We can see that most of the distributions associated with the individual metals have heavy tails, two or more modes and skews to right. Because of these empirical evidences, we propose to fit a FM-tMC model. The number of groups of the model is chosen according to the information criteria (see Subsection 3.2) as shown in Table 3. It can be seen that the model with two components and 3 degrees of freedom fits the data best. This finding can be also appreciated from Figure 7 where the log-likelihood values are depicted for a grid of values of $\nu$. Notice also that the estimated value of $\nu$ is fairly small, indicating a lack of adequacy of the normal assumption for the VDEQ data. We considered the variance-covariance to be equal in order to reduce the number of parameters to be estimated (parsimonious model).
Thus, we arrive at the following model for the VDEQ data: $f(y_i \mid \Theta) = \sum_{j=1}^{2} \pi_j t_5(y_i \mid \mu_j, \Sigma, 3)$, where

$$\mu_j = (\mu_{j1}, \mu_{j2}, \mu_{j3}, \mu_{j4}, \mu_{j5})^\top, \ j = 1, 2, \text{ and } \Sigma = \begin{bmatrix} \sigma_{11} & \sigma_{12} & \sigma_{13} & \sigma_{14} & \sigma_{15} \\ \sigma_{22} & \sigma_{23} & \sigma_{24} & \sigma_{25} & \\ \sigma_{33} & \sigma_{34} & \sigma_{35} & \\ \sigma_{44} & \sigma_{45} & \\ \sigma_{55} & \end{bmatrix}$$

<table>
<thead>
<tr>
<th>Criteria</th>
<th>$\nu = 3$</th>
<th>$\nu = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$G = 2$</td>
<td>$G = 3$</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>-1493.04</td>
<td>-1545.89</td>
</tr>
<tr>
<td>AIC</td>
<td>3038.08</td>
<td>3151.77</td>
</tr>
<tr>
<td>BIC</td>
<td>3121.67</td>
<td>3254.65</td>
</tr>
<tr>
<td>EDC</td>
<td>3056.62</td>
<td>3174.59</td>
</tr>
</tbody>
</table>

Table 3: VDEQ data. Selection criteria for various FM-tMC models.

The ML estimates of the parameters were obtained using the EM algorithm described in Section 3. The results of the EM algorithm are shown in Table 4. This table shows that the estimates (Est) of $\mu_1$ and $\mu_2$ for the FM-nMC and FM-tMC models are close. However, the standard errors (SE) of $\mu_1$ and $\mu_2$ are smaller than those under the normal counterpart, indicating that the FM-tMC model seems to produce more precise estimates.

Similarly, we have that the ML estimates and standard errors (SE) for the variance components under the FM-tMC model ($\Sigma_t$) are lower than those under the FM-nMC model ($\Sigma_N$). Moreover, we can see that the SE under the FM-tMC model ($SE_t$) are less than those under the FM-nMC
Table 4: VDEQ data. Estimation (Est) and standard errors (SE) for parameters under the FM-nMC and FM-tMC models.

\[
\Sigma_N = \begin{bmatrix}
0.25 & 0.04 & 0.06 & 0.54 & 0.45 \\
15.79 & 0.96 & -0.40 & 1.38 & \\
46.04 & 0.30 & -0.40 & \\
1.68 & 16.09 & \\
& & & & 13.21
\end{bmatrix}, \quad \Sigma_t = \begin{bmatrix}
0.04 & 0.01 & 0.01 & 0.09 & 0.04 \\
1.58 & 0.17 & -0.10 & 0.04 & \\
10.28 & 0.07 & -0.04 & \\
& & & & 0.08 \\
& & & & 3.46
\end{bmatrix}
\]

\[
SE_N = \begin{bmatrix}
0.03 & 0.02 & 0.31 & 0.31 & 0.19 \\
0.01 & 0.06 & 0.21 & 0.13 & \\
1.08 & 3.20 & 1.31 & \\
2.71 & 1.24 & \\
& & & & 0.60
\end{bmatrix}, \quad SE_t = \begin{bmatrix}
0.01 & 0.00 & 0.02 & 0.06 & 0.02 \\
0.00 & 0.01 & 0.03 & 0.01 & \\
0.24 & 0.43 & 0.16 & \\
& & & & 1.31 \\
& & & & 0.46
\end{bmatrix}
\]

Concentration levels. Variance-Covariance estimates under the FM-nMC model (\(\hat{\Sigma}_N\)), variance estimates under the FM-tMC model (\(\hat{\Sigma}_t\)), SE obtained under the FM-nMC model (\(SE_N\)) and SE obtained under the FM-tMC model (\(SE_t\)).

Table 5 compares the fit of the two mixture models using the model selection criteria discussed in Subsection 3.2. Note that, as expected, the FM-tMC model performs significantly better than the FM-nMC model.

Table 5: VDEQ data. Model selection criteria. Values in bold correspond to the best model.
6 Conclusions

In this paper, a novel approach to analyze correlated censored data has been developed based on the use of finite mixtures of multivariate Student-\(t\) distributions. This approach generalizes several previously proposed solutions, such as, the finite mixture of Gaussian components (Caudill, 2012; Karlsson & Laitila, 2014; He, 2013). A simple and efficient EM-type algorithm was developed, which has closed-form expressions at the E-step and relies on formulas for the mean and variance of the multivariate truncated Student-\(t\) distributions (Ho et al., 2012). The proposed EM algorithm was implemented as part of the R package CensMixReg and is available for download at the CRAN repository. The experimental results and the analysis of a real dataset provide support for the usefulness and effectiveness of our proposal.

Recently, Garay et al. (2015) considered the problem of censored linear regression models using scale mixtures of normal distributions (SMN). Therefore, it would be a worthwhile task to investigate the applicability of a likelihood-based treatment in the context of finite mixtures of SMN distributions (FM-SMNC model). It may also be interesting to consider mixture of linear mixed-effects models with censored observations (Bai et al., 2016). Other extensions of the current work include, for example, a generalization of the FM-tMC model to the multivariate skew-\(t\) distribution (Lachos et al., 2010; Cabral et al., 2012).
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7 Appendix

A more parsimonious model is achieved by considering $\Sigma_1 = ... = \Sigma_G = \Sigma$, which can be seen as a extension of the FM-tMC model with restricted variance-covariance components (Cabral et al., 2012). We consider large variances and equal with the following parameter setup:

$$0.65 \, t_2 \left( \begin{bmatrix} -5 \\ -4 \end{bmatrix}, \begin{bmatrix} 5 & 1 \\ 1 & 6.5 \end{bmatrix}, 4 \right) + 0.35 \, t_2 \left( \begin{bmatrix} 2 \\ 3 \end{bmatrix}, \begin{bmatrix} 5 & 1 \\ 1 & 6.5 \end{bmatrix}, 4 \right)$$

The results are presented in the Table 6. As well as on scenario small variances and different, we have that the results suggest that the proposed FM-tMC model produced satisfactory estimates.
Table 6: Simulated data: Parameter recovery in the scenario of large but equal variances. Mean, standard deviations (Std) for EM estimates and percentage of coverage (COV) based on 500 samples from the FM-tMC model. IM Std indicates the average of the approximate standard errors of the estimates obtained through the method described in Subsection 3.3.