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Abstract

In this paper is studied the local well-posedness of the Navier-Stokes system with
initial data belonging to a sum of two pseudomeasure-type spaces denoted by
PMa,b := PMa + PM b. New results about local well-posedness and regularity
of mild solutions of Navier-Stokes system are obtained. The proof requires to show
an interesting Hölder-type inequality in PMa,b, as well as to establish estimates of
the semigroup generated by fractional power of Laplacian (−∆)γ on these spaces.
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1 Introduction and Statement Results

We consider the following initial value problem for the Navier-Stokes equa-
tions, with fractional dissipation, in the whole space Rn:





ut + (−∆)γu + (u · ∇)u +∇p = f, x ∈ Rn, t > 0,

div u = 0, x ∈ Rn, t > 0,

u(x, 0) = u0, x ∈ Rn,

(1)



where γ ∈ (1/2, 1], n ≥ 2(2γ − 1) and (−∆)γ represents the Riesz poten-
tial operator which is defined, as usual, through the Fourier transform as
((−∆)γf)ˆ(ξ) = |ξ|2γ f̂(ξ), where f̂(ξ) =

∫
Rn e−ix·ξf(x)dx. When γ = 1, the

system (1) reduces to the well known Navier-Stokes equations.

It is well known that an open problem on the Clay Institute’s list of prize
problems is to know if, in three dimensions, there exists (or not) a smooth
global solution of the Navier-Stokes equations. In connection with this prob-
lem, a motivation arises to study the Navier-Stokes equation in spaces that
contain singular functions. In this paper we are interested in the study of
local well-posedness of system (1) in a class of singular functions, denoted
by PMa,b := PMa + PM b, with a, b ∈ [n − 1, n), where PMa denotes the
functional space of pseudomeasure-type defined as

PMa ≡
{

v ∈ S ′ : v̂ ∈ L1
loc(Rn), ‖v‖a ≡ ess sup

ξ∈Rn
|ξ|a|v̂(ξ)| < ∞

}
,

where a ≥ 0 is a given parameter. The norm in the PMa,b-space is defined by

‖u‖a,b = inf{‖u1‖a + ‖u2‖b : u = u1 + u2, u1 ∈ PMa, u2 ∈ PM b}.

We would like to remark that the pseudomeasure-type PMa-space is a suitable
space of distributions, which satisfies D(Rn) ⊂ PMa ⊂ D′(Rn), and for all
λ > 0, there exists Kλ > 0 such that for all f ∈ PMa, f(λx) ∈ PMa and
‖f(λx)‖a ≤ Kλ‖f‖a. In particular, the PMa-space contains homogeneous
functions of degree a− n.

The pseudomeasure-type PMa-spaces appeared in the study of the Navier-
Stokes system in [10,4]. In particular, in [10], to the best of our knowledge,
was proved in first time the bicontinuity of the bilinear term

B(u, v) = −
∫ t

0
Gγ(t− s)P∇ · (u⊗ v)(s)ds (2)

in the PM2-space when n = 3, γ = 1. Posteriorly, in [4] was proved the exis-
tence of singular solutions of the Navier-Stokes system in R3, with values in
PM2 and with singular external forces in the pseudomeasure space PM1. Re-
sults of smoothness as well as asymptotic stability of small solutions, including
stationary ones, were also proved in [4]. Also, the pseudomeasure-type PMa-
space has been considered in another fluid mechanics models as for instance,
dissipative quasi-geostrophic equations, viscous Boussinesq equations and mi-
cropolar fluids, and results of existence of global and local mild solutions,
regularity and asymptotic stability have been obtained (cf. [5–8]).

In this paper, besides dealing with the fractional dissipation case γ ∈ (1/2, 1),
when γ = 1, the results of [4,10] are improved in the sense that the mild
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solutions of Navier-Stokes system (1) are constructed with initial data in
PMa,b := PMa + PM b, a more general space than PMa, obtaining the local
well-posedness of mild solutions. For details, cf. Remark 1.4. Moreover, results
about the regularity of solutions are also proved. To obtain our claim, as usual,
the initial value problem (1) is studied via the following integral equation

u(t) = Gγ(t)u0 −
∫ t

0
Gγ(t− s)P[∇ · (u⊗ u)(s)− f(s)]ds, (3)

where {Gγ(t)}t≥0 is the semigroup generated by fractional power of Laplacian
(−∆)γ. The action of Gγ(t) is given via convolution with kernel gγ obtained
by means of the Fourier transform ĝγ(ξ, t) = e−|ξ|

2γt, the fundamental solution
of the linear problem ∂tψ+(−∆)γψ = 0. In (3), P denotes the Leray projector
defined as (Pu)j = uj + Σn

k=1RjRkuk, where the Riesz transforms Rj’s are

obtained as R̂jh(ξ) = iξj

|ξ| ĥ(ξ).

The local well-posedness of solutions u(t) of the integral equation (3) with
values in PMa,b-spaces, is obtained by using the contraction algorithm. In
this sense, the main difficulty in applying such algorithm is to establish the
bicontinuity of the bilinear operator B(u, v) in PMa,b, which is the content of
Proposition 2.6. The proof of Proposition 2.6 is based on a new Hölder-type
inequality in PMa,b-spaces, which will be proved in Proposition 2.4.

It is appropriate to cite some earlier works based on the Navier-Stokes system
with singular initial data and comment about how large are the PMa,b-spaces
considered in this paper. Firstly, when γ = 1 (classical Navier-Stokes equa-
tions), the existence of solutions with initial data in Ḃ−(1−n/p),∞

p and bmo−1,

was obtained, respectively, in [2] and [9]. It is worthwhile to recall that Ḃ−s,∞
p

denotes the well known homogeneous Besov space and bmo−1 denotes the
space of tempered distributions v such that

‖v‖bmo−1 := sup
x∈Rn,0<R<1

(
|B(x,R)|−1

∫

B(x,R)

∫ R2

0
|g(x, t) ∗ v| dxdt

)1/2

< ∞,

with g(x, t) denoting the heat kernel.

In [4], the authors show that the inclusion PMa ⊂ Ḃ−s,∞
p is continuous, with

s = n − a − n/p, a ∈ (0, n) and p ∈ ( n
n−a

,∞). Indeed, the authors proved
the inclusion when a = 2 and n = 3, but the general case follows analogously.
However, the inclusion PMa + PM b ⊂ Ḃ−s,∞

p is not verified for any values
of s > 0, when a 6= b. On the other hand, from the analysis of [9], follows
that Ḃ−s,∞

p ⊂ bmo−1, provided p ≥ n and s ≤ 1− n/p. Finally, let us remark
that PMa + PM b * BMO−1 when a 6= b, where BMO−1 denotes the space
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of distributions v ∈ bmo−1 such that

‖v‖BMO−1 := sup
x∈Rn,0<R<∞

(
|B(x,R)|−1

∫

B(x,R)

∫ R2

0
|g(x, t) ∗ v| dxdt

)1/2

< ∞.

However, from the inclusion PMa ⊂ Ḃ−s,∞
p , s = n − a − n/p, it follows that

PMa + PM b ⊂ bmo−1 when a, b ∈ [n− 1, n).

As pointed out in [11], so far, bmo−1 is the maximal space where can be proved
existence of mild solutions. In the context of classical Navier-Stokes equation
(γ = 1), although the PMa,b-space is contained in bmo−1, our well-posedness
result is useful since it has the advantage of having a straightforward proof and
moreover, it states the existence of mild solutions in the same initial data class
PMa,b. In this sense, we are obtaining a new persistency result. Furthermore,
let us stress that the PMa,b-space contains some interesting singular functions
and, as far as we know, in case of fractional dissipation (1/2 < γ < 1), the
PMa,b-space is a new existence class for initial data (cf. Remark 1.4).

We will construct local in time solutions for system (1) in the following time-
dependent functional space

ET
α,β,θ = {u : t

b(θ−1)
2γ u ∈ BC((0, T ); PM θα,θβ)}, 1 ≤ θ < ∞,

with norms defined by

‖u‖ET
α,β,θ

= sup
0<t<T

t
b(θ−1)

2γ ‖u(t)‖θα,θβ.

Indeed, a more precise notation would be ET
α,β,θ,b instead of ET

α,β,θ, however,
to simplify the notation we omit the parameter b in the notation ET

α,β,θ.
When necessary, we emphasize that the space ET

α,β,θ, depends of b using the
notation ET

α,β,θ,b. Note that when θ = 1, α = a, β = b, ET
a,b,1 is exactly

BC((0, T ); PMa,b). We recall that if X is a Banach space, BC((0, T ); X) de-
notes the space of bounded vector-value functions which are continuous from
(0, T ) to X in the norm topology of X. Throughout this work, spaces of scalar-
value and vector-value functions will be denoted in the same way. Also, it will
be always assumed that γ ∈ (1/2, 1], n ≥ 2(2γ− 1) and a0 = n− (2γ− 1), the
critical index.

The mild solution of (1) in PMa,b-spaces is defined as follows:

Definition 1.1 Let T ∈ (0,∞), θ ∈ [1,∞), h1 = a−2γ/θ and h2 = b−2γ/θ.
Consider u0 in the PMa,b-space, with div u0 = 0, and f ∈ ET

h1,h2,θ,b. A time-
dependent distribution u ∈ET

a,b,θ, with div u = 0, is called a mild solution of
system (1), with initial data u0, if it satisfies

û(ξ, t) = e−t|ξ|2γ

û0 +
∫ t

0
e−(t−s)|ξ|2γ P̂(ξ)[iξ · (û⊗ u)(ξ, s) + f̂(ξ, s)]ds, (4)
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for all 0 < t < T, and u(t) ⇀ u0 in the distribution sense when t → 0+. In

(4), P̂(ξ) denotes the matrix n× n with components (P̂(ξ))i,j = δij − ξiξj

|ξ|2 .

We note that although functions that belong to the space ET
a,b,θ are not neces-

sarily continuous (or even weakly continuous) at t = 0+, in the Definition 1.1,
it is requested that the solution of (4), in the space ET

a,b,θ, be weakly continuous
in distribution sense when t = 0+. This behavior of the solution is expected.
Indeed, as it will be shown later in Lemma 2.2, the family {Gγ(t)}t≥0 acting
on PMa,b-space presents the same behavior.

Before proceeding, let us recall that a0 denotes the critical index which is given
by a0 = n− (2γ − 1). Now, we state our main results:

Theorem 1.2 Let T ∈ (0,∞), θ ∈ [1,∞), h1 = a− 2γ/θ and h2 = b− 2γ/θ.
Assume a0 + b(θ − 1) ≤ θa ≤ θb < n. Then if u0 ∈ PMa,b and f ∈ ET

h1,h2,θ,b

then,

(1) (Existence). If a > (a0 + b(θ − 1))/θ, then there exist T0 ∈ (0, T ] and a
mild solution u in ET0

a,b,1 ∩ ET0
a,b,θ. If a = (a0 + b(θ − 1))/θ, assuming that

lim supt→0+ t
b(θ−1)

2γ (‖Gγ(t)u0‖θa,θb + ‖f(t)‖θh1,θh2) is small enough, there
exist T0 ∈ (0, T ] and a mild solution u in ET0

a,b,θ.
(2) (Regularity). For T0 small enough, the mild solutions u constructed in

item (1) belong to the class t
r−b
2γ u ∈ BC((0, T0); PM r), for b ≤ r < n.

Theorem 1.3 Let a, b, h1, h2, T, T0 and θ as in Theorem 1.2. Then:

(1) (Uniqueness). If a > (a0 + b(θ − 1))/θ, then there exists at most one
mild solution in the space ET0

a,b,1 := BC((0, T ); PMa,b). Moreover, if a =
(a0 + b(θ − 1))/θ, we have the uniqueness of small mild solution in the
class ET0

a,b,θ. In particular, taking θ = 1 in the last case, we have a = a0

and obtain the uniqueness in the class ET0
a0,b,1 := BC((0, T ); PMa0,b).

(2) (Continuous dependence) Let u, v be mild solutions with initial data u0, v0 ∈
PMa,b and external sources f, g ∈ ET

h1,h2,θ,b, respectively. Then there ex-
ists a positive constant C such that

‖u− v‖
E

T0
a,b,θ

≤ C(‖u0 − v0‖a,b + sup
0<t<T

t
b(θ−1)

2γ ‖f(t)− g(t)‖θh1,θh2).

Moreover, for b ≤ r < n, we have that sup0<t<T0
t

r−b
2γ ‖u(t) − v(t)‖PMr

is bounded by

C(‖u0−v0‖a,b+max{ sup
0<t<T

t
(br/a)−b

2γ ‖f(t)−g(t)‖r, rb
a
, sup
0<t<T

t
r−b
2γ ‖f(t)−g(t)‖ ra

b
,r}.

Remark 1.4 Here are some comments related with Theorem 1.2 and Theorem
1.3.

5



• Let us remark that, since γ ∈ (1/2, 1] and n ≥ 2(2γ − 1), the assumption
a0 + b(θ − 1) ≤ θa ≤ θb < n implies that a0 ≤ a ≤ b < n < 2a. The
condition n < 2a appear in the proof of a Hölder-type inequality in PMa,b-
space, Proposition 2.4 below.

• Considering b = a = a0 and θ = 1 in Theorem 1.2, it can be proved the
existence of a mild solution in ET0

a0,a0,θ, corresponding to the initial data u0 ∈
PMa0,a0 = PMa0 , provided lim supt→0+ t(a0(θ−1)/2γ) (‖Gγ(t)u0‖θa0 + ‖f(t)‖θa0−2γ)
be small enough, where ‖·‖r denotes the PM r-norm. In this case, in estimate

(11) below, the term T δ max{1, T θ(b−a)
2γ } = 1 (δ = 0). Thus, since the con-

stant of the bilinear estimate (11) is independent of T , we can take T0 = ∞
provided the smallness assumption be verified. For this, it is sufficient that
the norms ‖u0‖PMa0 and sup0<t<∞ ‖f(t)‖PM(a0−2γ) be small enough. In con-
sequence, the existence result given by Theorem 1.2 extends the results given
in [4,10] for the case of fractional dissipation γ ∈ (1/2, 1). Moreover, even
if γ = 1(classical Navier-Stokes equations), our results allow to take more
general singular initial data than the considered in [4,10], for example, we
can take u0(x) = |x|a−n + |x|b−n with a 6= b, that is, we can deal with the
sum of homogeneous functions with different degrees.

• In the range of fractional dissipation 1/2 < γ < 1, to the best of our knowl-
edge, in [13,14] the author proved the existence of solutions with initial
data in some Besov spaces, which do not contain our class PMa,b. More
precisely, in [14] the author deals with homogeneous and non-homogeneous
Besov spaces with positive regularity (which obviously does not contain PMa

and so PMa,b), and in [13], with homogeneous Besov spaces with negative
regularity Ḃ−s,q

p , where p ∈ (2,∞), q ∈ [1,∞] and s = (2γ − 1)− n
p
. In the

last family, the space Ḃ−s,∞
p (q = ∞) is larger, and as we said before, Ḃ−s,∞

p

contains the PMa0-space (a0 = n − (2γ − 1)) when p ∈ ( n
n−a0

,∞), but it

does not contain any PMa,b-space when a 6= a0 or b 6= a0.
• If 1/2 < γ < 1, we do not know any work dealing with the space bmo−1, and

we believe that it is not trivial to obtain a generalization of the results of [9]
to the range of fractional dissipation 1/2 < γ < 1.

• In Theorem 1.2, we obtain mild solutions in the space ET0
a,b,θ. This is a re-

markable point because it permit to show that the mild solutions belong to
PM r-space, b ≤ r < n. Moreover, due the same property, the mild solutions
are continuously dependent in the PM r-space, on the initial data in PMa,b.

2 Proof of Theorems

We begin by stating some preliminary results which will be of frequent use in
the proofs of Theorem 1.2 and Theorem 1.3.

Lemma 2.1 The Leray Projector P, defined as (Pu)j = uj + Σn
k=1RjRkuk,
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where the Rj’s are the Riesz transform, is continuous on the PMa,b-space.

Proof. Let u1 ∈ PMa and u2 ∈ PM b such that u = u1 + u2 ∈ PMa,b. Then

‖Rj(u1 + u2)‖a,b ≤ ‖Rju1‖a + ‖Rju2‖b

≤ ess sup
ξ∈Rn

|ξ|a|R̂ju1(ξ)|+ ess sup
ξ∈Rn

|ξ|b|R̂ju2(ξ)|

≤ ess sup
ξ∈Rn

|ξ|a|û1(ξ)|+ ess sup
ξ∈Rn

|ξ|b|û2(ξ)| = ‖u1‖a + ‖u2‖b.

Taking the inf over all representations u = u1 + u2, we obtain the desired
claim.

From now on, we will use the following notation

Ĝγ(t)u0 = e−t|ξ|2γ

û0, (5)

F̂ (f) =
∫ t

0
e−(t−s)|ξ|2γ P̂(ξ)f̂(ξ, s)ds, (6)

B̂(u, v) =
∫ t

0
e−(t−s)|ξ|2γ P̂(ξ)iξ · (û⊗ v)(ξ, s)ds. (7)

Lemma 2.2 Let n > b− 2γ, 0 < a ≤ r, b ≤ d and j ∈ {0} ∪N. Assume that
u0 ∈ PMa,b. Then, the map t → Gγ(t)u0 is continuous from (0,∞) to PMa,b

in the norm topology and Gγ(t)u0 tends to u0, in the distribution sense, when
t tends to 0+. Moreover,

‖∇jGγ(t)u0‖r,d ≤ C max{t− j+r−a
2γ , t−

j+d−b
2γ }‖u0‖a,b, for all t > 0, (8)

where C is a positive constant independent of t and u0.

Proof. Let us start with the proof of estimate (8). Let u0,1 ∈ PMa, u0,2 ∈
PM b such that u0 = u0,1 + u0,2 ∈ PMa,b. Then

‖∇jGγ(t)u0‖r,d ≤ ‖∇jGγ(t)u0,1‖r + ‖∇jGγ(t)u0,2‖d

≤ Ct−
j+r−a

2γ sup
ξ∈Rn

(
|t 1

2γ ξ|(j+r−a)e−t|ξ|2γ
)

sup
ξ∈Rn

|ξ|a|û0,1|

+ Ct−
j+d−b

2γ sup
ξ∈Rn

(
|t 1

2γ ξ|(j+d−b)e−t|ξ|2γ
)

sup
ξ∈Rn

|ξ|b|û0,2|

≤ C max{t− j+r−a
2γ , t−

j+d−b
2γ }(‖u0,1‖a + ‖u0,2‖b).

Taking the inf over all representations u0 = u0,1 + u0,2 in last inequality,
we conclude this part of the proof. Next, we deal with the statements about
continuity. Note that for ϕ ∈ S(Rn) and using that a − 2γ ≤ b − 2γ < n, we
have:
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|〈Gγ(t)u0 − u0, ϕ〉| =
∣∣∣∣
∫

(e−t|ξ|2γ − 1)û0ϕ̂ dξ

∣∣∣∣

≤ t sup
x∈Rn

|e−t|ξ|2γ − 1|
t|ξ|2γ

‖u0,1‖a

∥∥∥∥∥
ϕ̂

|ξ|a−2γ

∥∥∥∥∥
L1(Rn)

+

+ t sup
x∈Rn

|e−t|ξ|2γ − 1|
t|ξ|2γ

‖u0,2‖b

∥∥∥∥∥
ϕ̂

|ξ|b−2γ

∥∥∥∥∥
L1(Rn)

→ 0, as t → 0+,

which shows the weak continuity at t = 0+. In order to prove the continuity
in the norm topology, we take t0 > 0, u0 = u0,1 + u0,2 as above, and bound
the norm ‖(Gγ(h + t0)−Gγ(t0))u0‖a,b by:

≤ ‖(Gγ(h + t0)−Gγ(t0))u0,1‖a + ‖(Gγ(h + t0)−Gγ(t0))u0,2‖b

≤ C sup
ξ∈Rn

(
|e−(t0+h)|ξ|2γ − e−t0|ξ|2γ |

)
( sup
ξ∈Rn

|ξ|a|û0,1|+ sup
ξ∈Rn

|ξ|b|û0,2|)

≤ C sup
ξ∈Rn

(
|e−(t0+h)|ξ|2γ − e−t0|ξ|2γ |

)
(‖u0,1‖a + ‖u0,2‖b)

≤ C |h| sup
ξ∈Rn

(
sup

s∈(t0,t0+h)
|ξ|2γe−s|ξ|2γ

)
(‖u0,1‖a + ‖u0,2‖b)

≤ C |h| sup
ξ∈Rn

(
|ξ|2γe−t0|ξ|2γ

)
(‖u0,1‖a + ‖u0,2‖b) → 0, as h → 0,

which concludes the proof of lemma.

Now, we recall a fact about convolution of homogeneous functions which will
be useful to perform our estimates (cf. [12]).

Proposition 2.3 (Convolution of singular kernels ) Let 0 < α < n, 0 < β <
n and 0 < α + β < n. Then

(|x|α−n ∗ |x|β−n)(y) =
∫

Rn
|z|α−n|y − z|β−ndz = C(α, β, n)|y|α+β−n.

Next, we prove a Hölder-type inequality in space PMa,b, which will be a key
element in the estimates of the bilinear term (7).

Proposition 2.4 (Hölder-type inequality) Let 0 < a1 ≤ b1 < n, 0 < a2 ≤
b2 < n, such that a1 +a2 > n, and let d1 = a1 +a2−n, d2 = b1 + b2−n. Then,
there exists a positive constant C such that

‖u⊗ v‖d1,d2
≤ C‖u‖a1,b1‖v‖a2,b2 , (9)
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for all u ∈ PMa1,b1 and v ∈ PMa2,b2 .

Proof. Let u1 ∈ PMa1 , u2 ∈ PM b1 , v1 ∈ PMa2 and v2 ∈ PM b2 such that
u = u1 + u2 ∈ PMa1,b1 , v = v1 + v2 ∈ PMa2,b2 . Then

|(û⊗ v)(ξ)| = | ̂(u1 + u2)⊗ (v1 + v2)(ξ)|
≤ |û1 ⊗ v1(ξ)|+ |û2 ⊗ v2(ξ)|+ |û1 ⊗ v2(ξ)|+ |û2 ⊗ v1(ξ)|
= J1(ξ) + J2(ξ) + J3(ξ) + J4(ξ).

We will work with each quantity Ji, i = 1, 2, 3, 4. First of all, note that by
Proposition 2.3, the term J1 can be estimated as follows

J1(ξ) ≤ C(
∫

Rn

1

|ξ − z|a1

1

|z|a2
dz‖u1‖a1‖v1‖a2) ≤ C

1

|ξ|a1+a2−n
‖u1‖a1‖v1‖a2 .

Consequently, u1 ⊗ v1 ∈ PMd1 and the following estimate holds:

‖u1 ⊗ v1‖d1 = sup
ξ∈Rn

|ξ|d1|û1 ⊗ v1(ξ)| ≤ C‖u1‖a1‖v1‖a2 .

Similarly, the quantity J2 is estimated as

J2(ξ) ≤ C(
∫

Rn

1

|ξ − z|b1
1

|z|b2 dz‖u1‖b1‖v1‖b2) ≤ C
1

|ξ|b1+b2−n
‖u2‖b1‖v2‖b2 .

Therefore, u2 ⊗ v2 ∈ PMd2 and

‖u2 ⊗ v2‖d2 ≤ C‖u2‖b1‖v2‖b2 .

In order to estimate the terms J3, J4, we define the set A = {ξ ∈ Rn : |ξ| ≤ 1}.
Then we write û1 ⊗ v2 = 1A

(
û1 ⊗ v2

)
+ 1Ac

(
û1 ⊗ v2

)
:= ĥ1(ξ) + ĥ2(ξ), where

1M denote the characteristic function of the set M . Using Proposition 2.3 and
conditions a1 ≤ b1 and a2 ≤ b2, we obtain

|ĥ1(ξ)| = 1A|û1 ⊗ v2| ≤ C1A

∫

Rn

1

|ξ − z|a1

1

|z|b2 dz‖u1‖a1‖v2‖b2

≤ C1A
1

|ξ|a1+b2−n
‖u1‖a1‖v2‖b2 ≤ C1A

1

|ξ|b1+b2−n
‖u1‖a1‖v2‖b2

≤ C
1

|ξ|b1+b2−n
‖u1‖a1‖v2‖b2

and

|ĥ2(ξ)| = 1Ac |û1 ⊗ v2| ≤ C1Ac

1

|ξ|a1+b2−n
‖u1‖a1‖v2‖b2

≤ C
1

|ξ|a1+a2−n
‖u1‖a1‖v2‖b2 .

9



Therefore, h1 ∈ PMd2 , h2 ∈ PMd1 , ‖h1‖d2 +‖h2‖d1 ≤ C‖u1‖a1‖v2‖b2 and then

u1 ⊗ v2 ∈ PMd1,d2 with ‖u1 ⊗ v2‖d1,d2 ≤ C‖u1‖a1‖v2‖b2 .

Analogously, for J4 we have that

u2 ⊗ v1 ∈ PMd1,d2 with ‖u2 ⊗ v1‖d1,d2 ≤ C‖u2‖b1‖v1‖a2 .

Collecting the last inequalities, we obtain u⊗ v ∈ PMd1,d2 and

‖u⊗ v‖d1,d2 ≤ ‖u1 ⊗ v1‖d1,d2 + ‖u2 ⊗ v2‖d1,d2 + ‖u1 ⊗ v2‖d1,d2 + ‖u2 ⊗ v1‖d1,d2

≤ C(‖u1‖a1‖v1‖a2 + ‖u2‖b1‖v2‖b2 + ‖u1‖a1‖v2‖b2 + ‖u2‖b1‖v1‖a2)

= C(‖u1‖a1 + ‖u2‖b1)(‖v1‖a2 + ‖v2‖b2).

Taking the inf over all representations of u = u1 + u2, v = v1 + v2 in the
right-hand of the last inequality, we obtain the inequality (9).

The following lemma is technical which will be useful to our ends.

Lemma 2.5 Let 0 ≤ q ≤ p and η < 1. Then

sup
ξ∈Rn

∫ 1

0
e−(1−s)|ξ|p |ξ|qs−ηds < ∞. (10)

Proof. Splitting the integral in (10) in two parts, we can estimate

∫ 1

0
e−(1−s)|ξ|p|ξ|qs−ηds =

∫ 1/2

0
e−(1−s)|ξ|p|ξ|qs−ηds +

∫ 1

1/2
e−(1−s)|ξ|p|ξ|qs−ηds

≤ e−(1−1/2)|ξ|p |ξ|q
∫ 1/2

0
s−ηds + 2η

∫ 1

1/2
e−|(1−s)1/pξ|p |(1− s)1/pξ|q(1− s)−q/pds

≤ 2−(1−η)

1− η

(
sup
z>0

zqe−zp/2

)
+ I(ξ),

where

I(ξ) = 2η
∫ 1

1/2
e−|(1−s)1/pξ|p |(1− s)1/pξ|q(1− s)−q/pds.

Then we bound the integral I(ξ) in the following form

I(ξ) ≤ 2η

(
sup
z>0

zqe−zp

) ∫ 1

1/2
(1− s)−q/pds < ∞, if q < p, and

I(ξ) = 2η
∫ 1

1/2
e−(1−s)|ξ|p |ξ|pds ≤ 2η(1− e−

1
2
|ξ|p) ≤ 2η < ∞, if q = p.

10



Hence the proof of lemma is finished.

Proposition 2.6 Let B(·, ·) the bilinear form defined by (2), θ ≥ 1 and as-
sume that a0 + b(θ − 1) ≤ θa ≤ θb < n. Then there exists a positive constant
K1, independent of T, such that

‖B(u, v)‖ET
a,b,θ

≤ K1T
δ max{1, T θ(b−a)

2γ }‖u‖ET
a,b,θ
‖v‖ET

a,b,θ
, (11)

for all u, v ∈ ET
a,b,θ, where δ = b−a0−θ(b−a)

2γ
≥ 0.

Moreover, there exists a positive constant K2, independent of f and T , such
that

‖F (f)‖ET
a,b,θ

≤ K2 sup
0<t<T

t
b(θ−1)

2γ ‖f‖θa−2γ,θb−2γ. (12)

Proof. Let u(s) and v(s) ∈ PM θa,θb with θ ≥ 1. First of all, since γ ∈ (1/2, 1]
and n ≥ 2(2γ − 1), then the assumptions of lemma imply a0 ≤ a ≤ b and
n < 2a ≤ 2b. Also, from a0 + b(θ − 1) < n, we have b(θ − 1) < 2γ − 1 < γ.
Now, we can apply the Proposition 2.4 with d1 = 2θa − n, d2 = 2θb − n,
a1 = a2 = θa and b1 = b2 = θb in order to obtain that u⊗ v ∈ PM2θa−n,2θb−n

with the following estimate:

‖u(s)⊗ v(s)‖2θa−n,2θb−n ≤ C‖u(s)‖θa,θb‖v(s)‖θa,θb,

which, in turn, implies the pointwise estimate

|û⊗ v(s, ξ)| ≤ (
1

|ξ|2θa−n
+

1

|ξ|2θb−n
)‖u(s)⊗ v(s)‖2θa−n,2θb−n

≤ C(
1

|ξ|2θa−n
+

1

|ξ|2θb−n
)‖u(s)‖θa,θb‖v(s)‖θa,θb.

Now, we estimate

|B̂(u, v)(t, ξ)| ≤ C
∫ t

0
e−(t−s)|ξ|2γ |ξ||û⊗ v(s, ξ)|ds

≤ C
∫ t

0
e−(t−s)|ξ|2γ |ξ|( 1

|ξ|2θa−n
+

1

|ξ|2θb−n
)‖u(s)‖θa,θb‖v(s)‖θa,θbds

≤ C
∫ t

0
e−(t−s)|ξ|2γ |ξ|n+1−2θa‖u(s)‖θa,θb‖v(s)‖θa,θbds+

+ C
∫ t

0
e−(t−s)|ξ|2γ |ξ|n+1−2θb‖u(s)‖θa,θb‖v(s)‖θa,θbds

= I1(t, ξ) + I2(t, ξ).
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We have the following pointwise estimates for I1 and I2:

|ξ|θaI1(t, ξ) ≤ C
∫ t

0
e−(t−s)|ξ|2γ |ξ|n+1−θas−

b(θ−1)
γ ds sup

0<t<T

(
t

b(θ−1)
γ ‖u(t)‖θa,θb‖v(t)‖θa,θb

)

≤ Ct−
n+1−θa

2γ
− b(θ−1)

γ
+1

∫ 1

0
e−(1−s)|t1/2γξ|2γ |t1/2γξ|n+1−θas−

b(θ−1)
γ ds

× sup
0<t<T

(
t

b(θ−1)
γ ‖u(t)‖θa,θb‖v(t)‖θa,θb

)

≤ Ct−
b(θ−1)

2γ t
b−a0−θ(b−a)

2γ sup
0<t<T

(
t

b(θ−1)
γ ‖u(t)‖θa,θb‖v(t)‖θa,θb

)
(13)

and

|ξ|θbI2(t, ξ) ≤ C
∫ t

0
e−(t−s)|ξ|2γ |ξ|n+1−θbs−

b(θ−1)
γ ds sup

0<t<T

(
t

b(θ−1)
γ ‖u(t)‖θa,θb‖v(t)‖θa,θb

)

≤ Ct−
n+1−θb

2γ
− b(θ−1)

γ
+1

∫ 1

0
e−(1−s)|t1/2γξ|2γ |t1/2γξ|n+1−θbs−

b(θ−1)
γ ds

× sup
0<t<T

(
t

b(θ−1)
γ ‖u(t)‖θb,θb‖v(t)‖θa,θb

)

≤ Ct−
b(θ−1)

2γ t
b−a0
2γ sup

0<t<T

(
t

b(θ−1)
γ ‖u(t)‖θa,θb‖v(t)‖θa,θb

)
. (14)

In the above two inequalities, we have used Lemma 2.5 to assure that

∫ 1

0
e−(1−s)|t1/2γξ|2γ |t1/2γξ|n+1−θas−

b(θ−1)
γ ds ≤ C,

∫ 1

0
e−(1−s)|t1/2γξ|2γ |t1/2γξ|n+1−θbs−

b(θ−1)
γ ds ≤ C,

for all t > 0 and ξ ∈ Rn. The inequalities (13) and (14) show that B(u(t), v(t)) ∈
PM θa,θb with

‖B(u(t), v(t))‖θa,θb ≤
≤ Ct−

b(θ−1)
2γ t

b−a0−θ(b−a)

2γ max{1, t θ(b−a)
2γ } sup

0<t<T

(
t

b(θ−1)
γ ‖u(t)‖θa,θb‖v(t)‖θa,θb

)

≤ Ct−
b(θ−1)

2γ T
b−a0−θ(b−a)

2γ max{1, T θ(b−a)
2γ } sup

0<t<T

(
t

b(θ−1)
γ ‖u(t)‖θa,θb‖v(t)‖θa,θb

)
,

which finishes the proof of estimate (11).
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Now, let us deal with the estimate (12). Using that f(s) ∈ PM θa−2γ,θb−2γ, we
get

|F̂ (f)(t, ξ)| ≤ C
∫ t

0
e−(t−s)|ξ|2γ |f̂(s, ξ)|ds

≤ C
∫ t

0
e−(t−s)|ξ|2γ

(
1

|ξ|θa−2γ
+

1

|ξ|θb−2γ
)‖f(s)‖θa−2γ,θb−2γds

≤ C
∫ t

0
e−(t−s)|ξ|2γ |ξ|2γ−θa‖f(s)‖θa−2γ,θb−2γds+

+ C
∫ t

0
e−(t−s)|ξ|2γ |ξ|2γ−θb‖f(s)‖θa−2γ,θb−2γds

= I3(t, ξ) + I4(t, ξ).

We have the following pointwise estimates for I3(t, ξ) and I4(t, ξ):

|ξ|θaI3(t, ξ) ≤ C
∫ t

0
e−(t−s)|ξ|2γ |ξ|2γs−

b(θ−1)
2γ ds sup

0<t<T
t

b(θ−1)
2γ ‖f(t)‖θa−2γ,θb−2γ

≤ Ct−
b(θ−1)

2γ

∫ 1

0
e−(1−s)|t1/2γξ|2γ |t1/2γξ|2γs−

b(θ−1)
2γ ds sup

0<t<T
t

b(θ−1)
2γ ‖f(t)‖θa−2γ,θb−2γ

≤ Ct−
b(θ−1)

2γ sup
0<t<T

t
b(θ−1)

2γ ‖f(t)‖θa−2γ,θb−2γ,

and, in a similar way,

|ξ|θbI4(t, ξ) ≤ Ct−
b(θ−1)

2γ

∫ 1

0
e−(1−s)|t1/2γξ|2γ |t1/2γξ|2γs−

b(θ−1)
2γ ds sup

0<t<T
t

b(θ−1)
2γ ‖f(t)‖θa−2γ,θb−2γ

≤ Ct−
b(θ−1)

2γ sup
0<t<T

t
b(θ−1)

2γ ‖f(t)‖θa−2γ,θb−2γ,

which implies the desired result.

2.1 Proof of Theorem 1.2.

(Existence). We construct the mild solution according with the following
sequence of successive approximations

u0(t, x) = G(t)u0(x), uk+1(t, x) = u0(t, x)+B(uk, uk)(t, x)+F (f)(t, x), k ∈ N.
(15)

Firstly, we show that there exists a field u which satisfies that uk converges
to u in ET

a,b,θ and verifies the integral equation (4). Using Lemma 2.2 and
Proposition 2.6 we obtain the following estimate:

Mk+1 ≤ M0 + F0 + K1T
δ max{1, T θ(b−a)

2γ }M2
k , k = 0, 1, 2, ... (16)
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where δ is given as in Proposition 2.6, and F0,M0 and Mk are given by

F0 = ‖F (f)‖ET
a,b,θ

≤ K2 sup
0<t<T

t
b(θ−1)

2γ ‖f‖θa−2γ,θb−2γ = K2‖f‖ET
h1,h2,θ,b

,

M0 = sup
0<t<T

t
b(θ−1)

2γ ‖Gγ(t)u0‖θa,θb,

Mk = sup
0<t<T

t
b(θ−1)

2γ ‖uk(t)‖θa,θb, k = 1, 2, ...

Note that by the assumption on the initial data, Lemma 2.2 and the fact
a ≤ b, we have that

M0 = sup
0<t<T

t
b(θ−1)

2γ ‖Gγ(t)u0‖θa,θb

≤ C sup
0<t<T

t
b(θ−1)

2γ [t−
b(θ−1)

2γ (t
(b−a)(θ−1)

2γ + 1)]‖u0‖a,b

≤ C(T )‖u0‖a,b < ∞,

where C(T ) is a continuous function for all T > 0 and limT→0+ C(T ) < ∞.
Observe that when a > (a0 + b(θ− 1))/θ, we have b > a0 + θ(b− a), and then
δ > 0. Consequently, we can choose T = T0, small enough, such that

Mk ≤
1−

√
1− 4(K1T δ max{1, T θ(b−a)

2γ })(M0 + K2‖f‖ET
h1,h2,θ,b

)

2K1T δ max{1, T θ(b−a)
2γ }

≤ 2(M0 + K2‖f‖ET
h1,h2,θ,b

) ≡ Γ, (17)

provided

4(K1T
δ max{1, T θ(b−a)

2γ })(M0 + K2‖f‖ET
h1,h2,θ,b

) < 1. (18)

On the other hand, if a = (a0 + b(θ − 1))/θ, we have δ = 0. In this case, we
use the assumptions on u0, f, which state that

lim sup
t→0+

t
b(θ−1)

2γ (‖Gγ(t)u0‖θa,θb + ‖f(t)‖θa−2γ,θb−2γ)

is small enough, such that the inequality (18) is verified.

In order to prove the convergence of the sequence {Mk}, we consider the
successive difference of uk given by (15):

uk+1 − uk = B(uk, uk)−B(uk−1, uk−1).

Therefore, just like deriving (16) we conclude that

‖uk+1 − uk‖ET
a,b,θ

≤ 2ΓK1T
δ
0 max{1, T

θ(b−a)
2γ

0 }‖uk − uk−1‖ET
a,b,θ

.
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As 2ΓK1T
δ
0 max{1, T

θ(b−a)
2γ

0 } < 1 in accordance with estimate (18), the sequence

(uk) is contractive, and thus, there exists a field u such that t
b(θ−1)

2γ uk converges

to t
b(θ−1)

2γ u in L∞((0, T0); PM θa,θb).

Finally, from (4) and taking η ∈ (0, t), we obtain that

û(ξ, t + ε)− û(ξ, t) = (e−(ε+t)|ξ|2γ − e−t|ξ|2γ

)û0(ξ)+

+
∫ t+ε

t
e−(ε+t−s)|ξ|2γ P̂(ξ)[iξ · (û⊗ u)(ξ, s) + f̂(ξ, s)]ds

+
∫ t

t−η
(e−(ε+t−s)|ξ|2γ − e−(t−s)|ξ|2γ

)P̂(ξ)[iξ · (û⊗ u)(ξ, s) + f̂(ξ, s)]ds

+
∫ t−η

0
(e−(ε+t−s)|ξ|2γ − e−(t−s)|ξ|2γ

)P̂(ξ)[iξ · (û⊗ u)(ξ, s) + f̂(ξ, s)]ds. (19)

Note that by choosing η small enough, we get to overcome the singularity of the
third term of the right hand of (19) (as ε → 0), and then, since ‖u‖

E
T0
a,b,θ

< ∞,

the equality (19) together the strong continuity of the semigroup Gγ(t) at

t > 0 (cf. Lemma 2.2), imply that t
b(θ−1)

2γ u ∈ BC((0, T0); PM θa,θb).

Finally, we observe that if a, b satisfy the assumptions of Theorem 1.2 with
θ > 1, then they also satisfy the assumptions with θ = 1. Therefore, taking
T0 sufficiently small, we get u ∈ ET0

a,b,1 ∩ ET0
a,b,θ.

It remains to show that (B(u, u) + F (f)) (t) ⇀ 0 as t → 0+, in the distribution
sense, but we omit the proof because, by using the bounds ‖u‖

E
T0
a,b,θ

< ∞, it

follows in a more or less similar way to the proof of the second part of Lemma
2.2.

(Regularity). From the first part of theorem follows the existence of a func-

tion u which verifies t
b(θ−1)

2γ u ∈ BC((0, T0]; PM θa,θb) for a0 + b(θ − 1) ≤ θa ≤
θb < n. Then we take θ = r/a and posteriorly θ = r/b in order to obtain

t
b((r/a)−1)

2γ u ∈ BC((0, T0]; PM r, rb
a ), (20)

t
r−b
2γ u ∈ BC((0, T0]; PM

ra
b

,r). (21)

Let u1(t) ∈ PM (ra/b), u2(t) ∈ PM r and v1(t) ∈ PM r, v2(t) ∈ PM (rb/a) such
that

u = u1 + u2 = v1 + v2.

Let us consider the set Z = {ξ ∈ Rn : |ξ| > 1}. Then,

û = 1Z û + 1Zcû = 1Z v̂1 + 1Z v̂2 + 1Zcû1 + 1Zcû2

:= ĥ1(ξ) + ĥ2(ξ) + ĥ3(ξ) + ĥ4(ξ),
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where 1Z denotes the characteristic function of Z and the distributions hi are
defined by using the inverse Fourier transform.

We need to show that each term of the above sum hi belong to the space
PM r. As u2, v1 ∈ PM r, it is straightforward to prove that h4, h1 ∈ PM r, and
moreover we have

‖h4‖r ≤ ‖u2‖r ≤ ‖u‖ ra
b

,r, ‖h1‖r ≤ ‖v1‖r ≤ ‖u‖r, rb
a
.

As b/a ≥ 1 and by definition of the set Z, it follows

ess sup
ξ∈Rn

|ξ|r|ĥ2| = ess sup
ξ∈Rn

|ξ|r|1Z v̂2| = ess sup
|ξ|>1

|ξ|r|v̂2| ≤ ess sup
ξ∈Rn

|ξ|rb/a|v̂2| < ∞,

(22)
and therefore we conclude that h2 = (1Z v̂2)

∨ ∈ PM r. On the other hand, as
a/b ≤ 1 and u1 ∈ PM (ra/b), it follows

ess sup
ξ∈Rn

|ξ|r|ĥ3| = ess sup
ξ∈Rn

|ξ|r|1Zcû1| = ess sup
|ξ|<1

|ξ|r|û1| ≤ ess sup
ξ∈Rn

|ξ|ra/b|û1| < ∞,

(23)
therefore h3 ∈ PM r. Furthermore we observe that (22) and (23) imply the
following bounds:

‖h2‖r ≤ ‖v2‖rb/a ≤ ‖u‖r, rb
a
, ‖h3‖r ≤ ‖u1‖ra/b ≤ ‖u‖ ra

b
,r.

Collecting the last facts we conclude that sup0<t<T0
t

r−b
2γ ‖u(t)‖r is bounded by

max{ sup
0<t<T0

t
b((r/a)−1)

2γ ‖u(t)‖r, rb
a
, sup
0<t<T0

t
r−b
2γ ‖u(t)‖ ra

b
,r}.

2.2 Proof of Theorem 1.3.

Let u, v be two mild solutions of (4) in the class BC((0, T0); PMa,b), with
initial data u0 ∈ PMa,b. As we already said, a > (a0 + b(θ − 1))/θ is the
same that b > a0 + θ(b− a), which implies b > a0 + (b− a). Then, taking the
difference between the respective integral equations (4) satisfied by u and v,
we obtain

û(ξ, t)− v̂(ξ, t) =
∫ t

0
e−(t−s)|ξ|2γ P̂(ξ)[iξ · ( ̂(u− v)⊗ u) + ( ̂v ⊗ (u− v))](ξ, s)ds.
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Then we compute directly the ‖u− v‖
E

T0
a,b,1

-norm. So, with the help of Propo-

sition 2.6 we conclude that

‖u− v‖
E

T0
a,b,1

≤ K1T
δ1
0 max{1, T0

(b−a)
2γ }(‖u‖

E
T0
a,b,1

+ ‖v‖
E

T0
a,b,1

)‖u− v‖
E

T0
a,b,1

, (24)

with δ1 = b−a0−(b−a)
2γ

. Hence, denoting by R = (‖u‖
E

T0
a,b,1

+ ‖v‖
E

T0
a,b,1

), we obtain

that
‖u− v‖

E
T0
a,b,1

≤ K1RT δ1
0 max{1, T0

(b−a)
2γ }‖u− v‖

E
T0
a,b,1

. (25)

Consequently, as δ1 > 0, we can take t0 ∈ (0, T0], small enough, such that

CR(t0)
δ1 max{1, (t0)

(b−a)
2γ } < 1, and hence u(t) = v(t) on the interval (0, t0]

with values in PMa,b-space. Now, as the mild solutions u, v belong to the
space C([ε, T0); PMa,b), for every 0 < ε < T0, we can repeat the last argument
considering the initial data as being u(t0) = v(t0) and conclude that u(t) =
v(t) with t ∈ (t0, 2t0]. Continuing this process, we end up with u(t) = v(t) on
(0, T0) with values in PMa,b.

Now, we will study the uniqueness of mild solutions in the class ET0
a,b,θ, when

a = (a0 + b(θ − 1))/θ and ‖u‖ET
a,b,θ

= sup0<t<T t
b(θ−1)

2γ ‖u(t)‖θa,θb being small

enough. In this case we have that b = a0 + (b − a) and hance δ = 0. In
consequence, (24) becomes

‖u− v‖
E

T0
a,b,θ

≤ K1 max{1, T0

θ(b−a)
2γ }(‖u‖

E
T0
a,b,θ

+ ‖v‖
E

T0
a,b,θ

)‖u− v‖
E

T0
a,b,θ

= K1R max{1, T0

θ(b−a)
2γ }‖u− v‖

E
T0
a,b,θ

< ‖u− v‖
E

T0
a,b,θ

provided R is small enough, where R = ‖u‖
E

T0
a,b,θ

+ ‖v‖
E

T0
a,b,θ

. In this case, R

is done small enough by using the smallness condition over ET0
a,b,θ. Arguing in

an analogous way as in the proof of the first part of uniqueness, we conclude
that u = v. Finally, taking θ = 1 in the equality a = (a0 + b(θ− 1))/θ we have
a = a0 and as a consequence of the second part of the uniqueness proof, we
obtain the uniqueness in the class ET0

a0,b,1 := BC((0, T ); PMa0,b).

(Continuous dependence). Subtracting the integral equation (4) satisfied
by u from the similar expression satisfied by v we have

û(ξ, t)− v̂(ξ, t) = e−t|ξ|2γ

(û0 − v̂0)

+
∫ t

0
e−(t−s)|ξ|2γ P̂(ξ)[iξ · ( ̂(u− v)⊗ u) + ( ̂v ⊗ (u− v))](ξ, s)ds

+
∫ t

0
e−(t−s)|ξ|2γ P̂(ξ)[f̂(ξ, s)− ĝ(ξ, s)]ds.

Hence, by Lemma 2.2 and Proposition 2.6 we can bound the t
b(θ−1)

2γ ‖u−v‖θa,θb-
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norm by:

≤ C(T0)‖u0 − v0‖a,b + K2 sup
0<t<T0

t
b(θ−1)

2γ ‖f − g‖θa−2γ,θb−2γ

+ K1T
δ
0 max{1, T

θ(b−a)
2γ

0 } sup
0<t<T0

(t
b(θ−1)

2γ ‖u‖θa,θb + t
b(θ−1)

2γ ‖v‖θa,θb) sup
0<t<T0

t
b(θ−1)

2γ ‖u− v‖θa,θb

≤ C(T0)‖u0 − v0‖a,b + K2‖f − g‖ET
θa−2γ,θb−2γ,θ

+ 2ΓK1T
δ
0 max{1, T

θ(b−a)
2γ

0 } sup
0<t<T0

t
b(θ−1)

2γ ‖u− v‖θa,θb.

where Γ is as in (17), δ = b−a0−θ(b−a)
2γ

, C(T ) is a continuous function for all

T > 0 and limT→0+ C(T ) < ∞. Since 2ΓK1T
δ
0 max{1, T

θ(b−a)
2γ

0 } < 1, which
follows from the existence result, then we conclude that

sup
0<t<T0

t
b(θ−1)

2γ ‖u− v‖θa,θb ≤ C(‖u0 − v0‖a,b + ‖f − g‖ET
θa−2γ,θb−2γ,θ

). (26)

Finally we will prove the continuous dependence in PM r. Knowing the in-
equality (26), valid for all θ as in Theorem 1.2 , we take θ = r/a and posteriorly
θ = r/b, in order to obtain

max{ sup
0<t<T0

t
(br/a)−b

2γ ‖u(t)− v(t)‖r, rb
a
, sup
0<t<T0

t
r−b
2γ ‖u(t)− v(t)‖ ra

b
,r} ≤ C‖u0 − v0‖a,b+

+ max{ sup
0<t<T0

t
(br/a)−b

2γ ‖f(t)− g(t)‖r, rb
a
, sup
0<t<T0

t
r−b
2γ ‖f(t)− g(t)‖ ra

b
,r}.

From the regularity proof, we know that sup0<t<T0
t

r−b
2γ ‖u(t)−v(t)‖r is bounded

by

max{ sup
0<t<T0

t
b((r/a)−1)

2γ ‖u(t)− v(t)‖r, rb
a
, sup
0<t<T0

t
r−b
2γ ‖u(t)− v(t)‖ ra

b
,r}.

Hence we conclude the second part of Theorem.
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