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1 Introdu
tion

In this paper we study ellipti
 systems of the form

8

<

:

��u = H

v

(x; u; v) in 


��v = H

u

(x; u; v) in 


(1.1)

where 
 � R

N

, N � 3, is a smooth bounded domain and H : 
� R �R ! R is a C

1

-fun
tion. We

shall also 
onsider the 
ase when 
 = R

N

, and in this 
ase the system takes the form

8

<

:

��u+ u = H

v

(x; u; v) in R

N

��v + v = H

u

(x; u; v) in R

N

(1.2)

In the bounded 
ase, we look for solutions of (1.1) subje
t to Diri
hlet boundary 
onditions

u = v = 0 on �
. In the 
ase when 
 = R

N

we assume that some symmetry with respe
t to x

holds; for instan
e, that the x-dependen
e of H is radial, or that H is invariant with respe
t to


ertain subgroups of O(N) a
ting on R

N

. We shall obtain both radial and non-radial solutions in

the radial symmetri
 
ase, thus observing a symmetry breaking e�e
t.

In order to illustrate the kind of results obtained here, let us state two theorems. We �rst


onsider the 
ase when 
 is bounded. In su
h a 
ase, the following set of hypotheses is assumed.

First, the regularity of the Hamiltonian:

(H

1

) H : 
� R � R ! R is C

1

and H � 0.

Next we assume 
onditions related to the growth of the right side of (1.1).

�
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(H

2

) There exist 
onstants p; q > 1 and 


1

> 0 with

1 >

1

p

+

1

q

> 1�

2

N

(1.3)

su
h that

jH

u

(x; u; v)j � 


1

(juj

p�1

+ jvj

(p�1)q=p

+ 1) (1.4)

and

jH

v

(x; u; v)j � 


1

(jvj

q�1

+ juj

(q�1)p=q

+ 1) (1.5)

for all (x; u; v) 2 
� R � R.

The next 
ondition is a \non-quadrati
ity" 
ondition at in�nity introdu
ed by Costa-Magalh~aes

[5℄. It is related to the so-
alled Ambrosetti-Rabinowitz 
ondition and it is devised to get some

sort of Palais-Smale 
ondition for the fun
tionals involved.

(H

3

) There exist 1 < � < p and 1 < � < q with

1

�

+

1

�

= 1; (1.6)

and su
h that

1

�

H

u

(x; u; v)u+

1

�

H

v

(x; u; v)v �H(x; u; v) � a(juj

�

+ jvj

�

� 1) (1.7)

for all (x; u; v) 2 
� R � R. Here a; �; � are positive 
onstants satisfying

� >

pN

2

max

�

1

2

�

1

p

; 1�

1

p

�

1

q

�

and

� >

qN

2

max

�

1

2

�

1

q

; 1�

1

p

�

1

q

�

.

Remark 1.1. Observe that 1�

1

p

�

1

q

is always positive in view of (H

2

). It follows from (H

3

) that

H(x; u; v) � 
(juj

�

+ jvj

�

� 1): (1.8)

In fa
t, (1:8) follows from a 
ondition weaker than (H

3

), namely

1

�

H

u

(x; u; v)u+

1

�

H

v

(x; u; v)v � H(x; u; v)

for all x 2 
 and j(u; v)j � R; see Felmer [10℄.
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Remark 1.2. Suppose H satis�es the following 
ondition of Ambrosetti-Rabinowitz type: there is

R > 0 and 1 < �

0

< p and 1 < �

0

< q with

1

�

0

+

1

�

0

< 1 and su
h that

1

�

0

H

u

(x; u; v)u+

1

�

0

H

v

(x; u; v)v � H(x; u; v)

for x 2 
 and j(u; v)j � R. Then 
ondition (H

3

) holds. In this 
ase, it follows that H is su-

perquadrati
, in the sense that

H(x; u; v) � 


1

(juj

�

0

+ jvj

�

0

)� 


2

:

The next 
ondition provides the symmetry we assume here.

(H

4

) H(x;�u;�v) = H(x; u; v) for all (x; u; v) 2 
� R � R.

Now we are prepared to state the result in the 
ase of 
 bounded. For that matter we introdu
e

a non-in
reasing sequen
e of 
onstants Æ

n

, n 2 N, with Æ

n

! 0, whi
h will be de�ned in Se
tion 3,

and whi
h depend only on p, q, � and �.

Theorem 1.1. Suppose that (H

1

)-(H

4

) hold. Then there is a k

0

2 N su
h that, if

lim inf

j(u;v)j!1

2H(x; u; v)

juj

�

+ jvj

�

>

1

Æ

K

(1.9)

holds for K � k

0

, system (1:1), subje
t to Diri
hlet boundary 
onditions, has K � k

0

+ 1 pairs of

nontrivial solutions.

Moreover, if

lim

j(u;v)j!1

H(x; u; v)

juj

�

+ jvj

�

= +1;

(in parti
ular, if H is superquadrati
) then system (1.1), subje
t to Diri
hlet boundary 
onditions

has in�nitely many solutions.

The solutions obtained in Theorem 1.1 are strong solutions in the sense that u 2W

2;p=(p�1)

(
)\

W

1;p=(p�1)

0

(
) and v 2 W

2;q=(q�1)

(
) \W

1;q=(q�1)

0

(
). The existen
e of at least one solution for

the system (1:1), without symmetry assumptions, has been 
onsidered before. See the survey paper

[6℄ for a list of referen
es.

As a 
orollary of Theorem 1.1 we obtain solutions to two nonlinear eigenvalue problems. We


onsider �rst

8

<

:

��u = Æu+ �jvj

��2

v +H

v

(x; u; v);

��v = �juj

��2

u+ Æv +H

u

(x; u; v)

(1.10)

in a bounded domain 
 � R

N

subje
t to Diri
hlet boundary 
onditions u = v = 0 on �
. The


onstants �; � are those from (H

3

).

Corollary 1.1. If H satis�es (H

1

)-(H

4

), then for ea
h k 2 N, there exists �

k

> 0, su
h that (1.10)

has k pairs of non-trivial solutions provided �; � > �

k

.
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Next we 
onsider the eigenvalue problem

8

<

:

��u = �H

v

(x; u; v)

��v = �H

u

(x; u; v)

(1.11)

in a bounded domain 
 � R

N

subje
t to Diri
hlet boundary 
onditions u = v = 0 on �
:

Corollary 1.2. Suppose that H satis�es (H

1

)-(H

4

), and

lim inf

j(u;v)j!1

H(x; u; v)

juj

�

+ jvj

�

> 0:

Then for ea
h k 2 N, there exists �

k

> 0, su
h that (1:11) has k pairs of non-trivial solutions

provided � > �

k

.

Let us now state a result for the 
ase when system (1:2) is 
onsidered in the whole of R

N

.

We need a distin
t, but similar, set of hypotheses.

(H

0

1

) H : R

N

� R � R ! R is C

1

, H � 0, H(x; u; v) > 0 for j(u; v)j > 0 and H is radial in the

variable x.

(H

0

2

) There exist positive 
onstants p; q; a; b and 


1

with

p; q > 2;

1

p

+

1

q

> 1�

2

N

; 1 < a < p� 1; 1 < b < q � 1; (1.12)

su
h that

jH

u

(x; u; v)j � 


1

(juj

p�1

+ jvj

(p�1)q=p

+ juj

a

) (1.13)

and

jH

v

(x; u; v)j � 


1

(jvj

q�1

+ juj

(q�1)p=q

+ jvj

b

) (1.14)

for all (x; u; v) 2 R

N

� R � R.

(H

0

3

) There exist 1 < � < p and 1 < � < q with �

�1

+ �

�1

< 1 and su
h that

1

�

H

u

(x; u; v)u+

1

�

H

v

(x; u; v)v � H(x; u; v)

for all (x; u; v) 2 R

N

� R � R.

(H

0

4

) There are positive 
onstants 
 and r su
h that

H(x; u; v) � 
(juj

p

+ jvj

q

) for x 2 R

N

and j(u; v)j � r.

(H

0

5

) H(x; u; v) = H(x;�u;�v) for all (x; u; v) 2 R

N

� R � R.

Remark 1.3. It follows from (H

0

3

) that there are positive 
onstants 
 and R su
h that

H(x; u; v) � 
(juj

p

+ jvj

q

) for j(u; v)j � R. (1.15)

Then (1:14) and assumption (H

0

4

) imply that

H(x; u; v) � 
(juj

p

+ jvj

q

) for all (x; u; v) 2 R

N

� R � R. (1.16)
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Theorem 1.2. Assume that the Hamiltonian H satis�es the hypotheses (H

0

1

)-(H

0

5

). Then system

(1:2) has in�nitely many radial solutions.

The solutions obtained in Theorem 1.2 are strong solutions in the sense that they satisfy

u 2 W

2;p=(p�1)

lo


(R

N

) and v 2 W

2;q=(q�1)

lo


(R

N

). They also satisfy u 2 H

s

(R

N

) � L




(R

N

) and v 2

H

t

(R

N

) � L

Æ

(R

N

) for some s; t > 0 with s+ t = 2 and 2 < 
; 2N=(N � 2s), 2 < Æ < 2N=(N � 2t).

The existen
e of at least one solution has been obtained before for spe
ial 
ases of system (1:2) in

[9℄ and re
ently in [14℄.

The next result exhibits the breaking of symmetry in 
ertain dimensions. The result extends

to the type of systems we have here a result that Barts
h-Willem [3℄ proved in the s
alar 
ase.

Theorem 1.3. Suppose that (H

0

1

)-(H

0

5

) holds. If N = 4 or N � 6 then system (1:2) has in�nitely

many non-radial solutions.

2 Some Abstra
t Criti
al Point Theory

We 
onsider a Hilbert spa
e E and a fun
tional � 2 C

1

(E;R). Given a sequen
e F =(X

n

) of �nite

dimensional subspa
es X

n

� X

n+1

, with

S

X

n

= E, we say that � satis�es (PS)

F




, at level 
 2 R,

if every sequen
e z

j

, j 2 N, with z

j

2 X

n

j

, n

j

!1, su
h that

�(z

j

)! 
 and (1 + kz

j

k)(�j

X

n

j

)

0

(z

j

)! 0 (2.1)

has a subsequen
e whi
h 
onverges to a 
riti
al point of �. In the 
ase when X

n

= E for all n 2 N

this form of the Palais-Smale 
ondition is due to Cerami [4℄. It is 
losely related to the standard

Palais-Smale 
ondition and to the (PS)

�


ondition of [1℄ and [11℄. It also yields a deformation

lemma. In the present form (PS)

F




was introdu
ed in Barts
h-Clapp [2℄.

Remark 2.1. If � has the form

�(z) =

1

2

hLz; zi �	(z)

with L : E ! E a linear Fredholm operator of index zero and r	 : E ! E 
ompletely 
ontinuous,

then a bounded (PS)

F




sequen
e (z

j

) has a 
onvergent subsequen
e. By a (PS)

F




sequen
e we mean

a sequen
e as in (2:1). Let us prove the above statement. First sele
t a subsequen
e, denoted again

by (z

j

) su
h that z

j

* z, weakly in E. Then r	(z

j

) ! r	(z), strongly in E. Let P

n

: E ! X

n

denote the orthogonal proje
tion onto X

n

. We have that the sequen
e

P

n

j

r�(z

j

) = P

n

j

Lz

j

+ P

n

j

r	(z

j

)


onverges to zero in view of (2:1). So

P

n

j

Lz

j

! �r	(z) = Lz:

Hen
e Lz

j

! Lz: And as a 
onsequen
e, z

j

! z, be
ause kerL is �nite dimensional.

Now suppose that E splits as a dire
t sum E = E

+

�E

�

. Let E

�

1

� E

�

2

� : : : be a stri
tly

in
reasing sequen
e of �nite dimensional subspa
es of E

�

su
h that

S

1

n=1

E

�

n

= E

�

. Setting

E

n

= E

+

n

� E

�

n

we 
an formulate the hypotheses on � whi
h are needed for our �rst abstra
t

theorem.
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(�

1

) � 2 C

1

(E;R) and satis�es (PS)

F




for F = (E

n

)

n2N

and 
 > 0.

(�

2

) For some k � 2 and some r > 0 one has

b

k

:= inff�(z) : z 2 E

+

; z ? E

k�1

; kzk = rg > 0: (2.2)

(�

3

) There exists an isomorphism T : E ! E with T (E

n

) = E

n

, for all n 2 N, and there exist

K � k and R > 0 su
h that

for z = z

+

+ z

�

2 E

+

K

�E

�

with maxfkz

+

k; kz

�

kg = R

one has

kTzk > r and �(Tz) � 0;

where k and r are the 
onstants introdu
ed in (�

2

).

(�

4

) d

K

:= supf� Æ T (z

+

+ z

�

) : z

+

2 E

+

K

; z

�

2 E

�

; kz

+

k; kz

�

k � Rg <1:

(�

5

) � is even, i.e. �(�z) = �(z).

A stronger 
ondition that implies (�

4

) and holds in our appli
ation is:

(�

6

) � maps bounded sets to bounded sets.

Theorem 2.1. Assume (�

1

)� (�

5

). Then, for every b < b

k

, � has at least K � k + 1 pairs �z

i

of 
riti
al points with 
riti
al values in [b; d

K

℄.

Proof: We need to re
all the equivariant limit 
ategory de�ned in [2℄, spe
ialized to our situation.

We set G = Z=2 whi
h a
ts on E via the antipodal map. Given invariant subsets Z � Y � X

of E, we de�ne the G�
at

X

(Y; Z) to be the least integer m su
h that there exists a 
overing

Y � U

0

[ : : : [ U

m

of Y with invariant open subsets U

0

; : : : ; U

m

of X with the properties:

(i) Z � U

0

and there exists a 
ontinuous family h

t

: U

0

! X , 0 � t � 1, of odd maps satisfying

h

0

(z) = z and h

1

(z) 2 Z for every z 2 U

0

, and h

t

(z) = z for every z 2 Z and every t 2 [0; 1℄.

(ii) For i = 1; : : : ;m there exists a 
ontinuous family h

t

i

: U

i

! X , 0 � t � 1, of odd maps

satisfying h

0

i

(z) = z for every z 2 U

i

and su
h that h

1

i

(U

i

) = f�z

i

g, for some z

i

2 X n f0g.

Now we de�ne the equivariant limit 
ategory for G-invariant sets Z � Y � E by

G�
at

F

E

(Y; Z) := lim sup

n!1

G�
at

E

n

(Y \E

n

; Z \ E

n

) :

Given d > b > 0 Theorem 2.8 of [2℄ says that � has at least G�
at

F

E

(�

d

;�

b

) pairs of 
riti
al

points with 
riti
al values in [b; d℄. Therefore it suÆ
es to prove that G�
at

F

E

(�

d

K

;�

b

) � K�k+1

for 0 < b < b

k

. This follows from the next lemma.

Lemma 2.1. Fix 0 � b < b

k

and n � K. Then


 := G�
at

E

n

(�

d

K

\ E

n

;�

b

\ E

n

) � K � k + 1:
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Proof: For simpli
ity we set d := d

K

, and B := B

R

E

+

K

�B

R

E

�

n

with R > 0 from (�

3

). We also

write S

r

E

n

for the sphere of radius r in E

n

. Let

�

d

n

:= �

d

\ E

n

� U

0

[ : : : [ U




be a 
overing as in the de�nition of G�
at

E

n

(�

d

n

;�

b

n

). There are odd mappings h

1

: U

0

! �

b

n

and

h

1

i

: U

i

! f�z

i

g. Making U

0

smaller if ne
essary we may assume that h

1

extends 
ontinuously to

U

0

. Then we 
an extend h

1

to an odd mapping h

1

: E

n

! E

n

by using Tietze's extension theorem.

Now we set

O := fz 2 B : kh

1

(Tz)k < rg:

For z 2 �B we have kTzk > r and �(Tz) � 0 by (�

3

). Thus Tz 2 �

0

n

� �

b

n

and h

1

(Tz) = Tz, and

hen
e kh

1

(Tz)k = kTzk > r. This implies that O is an open subset of B with O � intB. Clearly

O is an invariant neighborhood of 0 in E

+

K

�E

�

n

.

For z 2 T

�1

(U

0

) we have that h

1

(Tz) 2 �

b

n

� E

n

nS

r

(E

?

k�1

\ E

+

n

), in virtue of (�

2

). For

z 2 �O, we have that kh

1

(Tz)k = r. This implies that

h

1

�

�O \ T

�1

(U

0

)

�

� S

r

E

n

n S

r

�

E

?

k�1

\ E

+

n

�

:

The latter spa
e has the sphere S

r

�

E

k�1

� E

�

n

�

as a strong deformation retra
t. In parti
ular,

there exists an odd mapping

S

r

E

n

n S

r

�

E

?

k�1

\E

+

n

�

�! S

r

�

E

k�1

�E

�

n

�

:

Observe that S

r

�

E

k�1

� E

�

n

�

�

=

S

k+n�2

. Putting these mappings together we obtain an odd

mapping

g

0

: �O \ T

�1

(U

0

) �! S

k+n�2

� R

k+n�1

:

The mappings h

1

i

: U

i

! f�z

i

g yield odd maps

g

i

: �O \ T

�1

(U

i

) �! S

0

= f�1g:

By (�

4

) we have that T (B) � �

d

n

: Therefore T

�1

(U

0

); : : : ; T

�1

(U




) 
over B. Setting V

i

:=

�O \ T

�1

(U

i

), we obtain an open invariant 
overing of �O. Choose then a partition of the unity

�

i

: �O ! [0; 1℄, i = 0; : : : ; 
, subordinated to the 
overing V

0

; : : : ; V




of �O. Sin
e the V

i

's are

invariant we may assume that the �

i

's are even. Now we de�ne the mapping

g : �O �! R

k+n�1

� R




; g(z) := (�

0

(z)g

0

(z); : : : ; �




(z)g




(z)):

First, observe that g is well de�ned. Namely, if �

i

(z) 6= 0, then z 2 V

i

and so g

i

(z) is de�ned.

Obviously, g is odd, sin
e the g

i

are odd and the �

i

are even. Also, g is 
ontinuous. In addition

g(z) 6= 0 for every z 2 �O be
ause there exists i 2 f0; : : : ; 
g, with �

i

(z) 6= 0, and hen
e z 2 V

i

and jg

i

(z)j = 1. Thus we have a 
ontinuous odd mapping g : �O ! R

k+n�1+


n f0g, where O is

an invariant bounded open neighborhood of 0 in E

+

K

� E

�

n

: Now Borsuk's theorem implies that

k + n� 1 + 
 � dimE

+

K

�E

�

n

= K + n. This shows that 
 � K � k + 1 as required.

As an immediate 
orollary of Theorem 2.1, we obtain the Fountain Theorem, whi
h we state

below. First we introdu
e the following set of 
onditions.

(�

0

2

) There exists a sequen
e r

k

> 0, k 2 N, su
h that b

k

! +1 as k !1. (Here b

k

is de�ned as

in (�

2

) with r

k

instead of r.)

7



(�

0

3

) There exists a sequen
e of isomorphisms T

k

: E ! E, k 2 N, with T

k

(E

n

) = E

n

for all k and

n, and there exists a sequen
e R

k

> 0, k 2 N, su
h that, for z = z

+

+ z

�

2 E

+

k

�E

�

with

maxfkz

+

k; kz

�

kg = R

k

, one has

kT

k

zk > r

k

and �(T

k

z) < 0

where r

k

is given in (�

0

2

).

(�

0

4

) d

k

:= supf�

�

T

k

(z

+

+ z

�

)

�

: z

+

2 E

+

k

; z

�

2 E

�

; kz

+

k; kz

�

k � R

k

g <1.

Theorem 2.2. (Fountain Theorem) Suppose that (�

1

), (�

0

2

)� (�

0

4

), (�

5

) hold. Then � has an

unbounded sequen
e of 
riti
al values.

Hypothesis (�

0

2

) will be 
he
ked in the appli
ations later on using the 
ontents of the next

remark.

Remark 2.2. Let E be a Hilbert spa
e and E

1

� E

2

� : : : be �nite dimensional subspa
es su
h

that

S

1

n=1

E

n

= E. Let � 2 C

1

(E;R) be of the form � = P �	 su
h that

P (z) � �kzk

p

for all z 2 E

and

j	(z)j � �(1 + kzk

q

X

) for all z 2 E

Here X is a Bana
h spa
e su
h that E � X 
ompa
tly, and q > p, �, � are positive 
onstants.

First we prove that

�

k

:= supfkzk

X

: z 2 E; z ? E

k�1

; kzk = 1g ! 0 as k !1.

Indeed, suppose by 
ontradi
tion that this is not the 
ase. So, there is " > 0 and a sequen
e (z

j

) in

E with z

j

? E

k

j

�1

, kz

j

k = 1, kz

j

k

X

� " and k

j

!1 as j !1. This implies that z

j

* 0, weakly

in E hen
e z

j

! 0, strongly in X, whi
h 
ontradi
ting kz

j

k

X

� ".

Next we prove that there are r

k

> 0, k 2 N, so that

b

k

:= inff�(z) : z 2 E; z ? E

k�1

; kzk = r

k

g ! 1:

Indeed, for z 2 E, z ? E

k�1

, we have

�(z) = P (z)�	(z)

� �kzk

p

� �(1 + kzk

q

X

)

� �kzk

p

� � � ��

q

k

kzk

q

:

(2.3)

Taking kzk = r

k

with r

k

:= (p�=q��

q

k

)

1=(q�p)

, we obtain

�(z) � 
�

p

2

=(p�q)

k

! +1;

where 
 depends only on p; q; �; �.
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Although the Fountain Theorem is an immediate 
onsequen
e of Theorem 2.1, we 
hoose to

give a dire
t proof of it whi
h does not employ the equivariant limit 
ategory, sin
e this is a result

with many appli
ations.

Proof of the Fountain Theorem: By (�

0

2

) it suÆ
es to show that � has a 
riti
al value in

[b

k

; d

k

℄, for every k with b

k

> 0. Fix su
h a k and suppose that [b

k

; d

k

℄ 
ontains only regular

values. By Proposition 2.6 in [2℄, for n large, there exists a 
ontinuous deformation h

t

n

: �

d

k

n

! E

n

,

t 2 [0; 1℄, su
h that h

t

n

is odd and h

1

n

(�

d

k

n

) � �

b

k

�"

n

, for some " > 0. Moreover h

t

n

(z) = z if

�(z) � 0. As above we set B := B

R

k

E

+

k

�B

R

k

E

�

n

, for n � k. Consider the set

O = fz 2 B : kh

1

(T

k

z)k < r

k

g:

As in the proof of Theorem 2.1 one 
he
ks easily that O is an open invariant neighborhood of 0 in

E

+

k

�E

�

n

, and that O � intB. Now we set

g := P Æ h

1

Æ T

k

: �O �! E

+

k�1

�E

�

n

; g(z) := P

�

h

1

(T

k

z)

�

where P : E

n

! E

+

k�1

�E

�

n

is the orthogonal proje
tion. Sin
e dim(E

+

k

�E

�

n

) > dim(E

+

k�1

�E

�

n

),

Borsuk's theorem tells us that g must have a zero. Now z 2 �O implies that kh

1

(Tz)k = r

k

, and

g(z) = 0 implies that h

1

(T

k

z) 2 E

+

n

, h

1

(T

k

z) ? E

+

k�1

. It follows from (�

0

2

) that �(h

1

(T

k

z)) � b

k

.

This 
ontradi
ts the fa
t that T

k

z 2 �

d

k

n

by (�

0

3

) and h

1

(�

d

k

n

) � �

b

k

�"

n

.

3 The Variational Setting

3.1 The spa
es in the 
ase of a bounded domain in R

n

. Let '

n

, n 2 N, be an orthonormal

basis of L

2

(
) made up of eigenfun
tions of the eigenvalue problem

��u = �u in 
; u = 0 on �
:

Let �

n

be the 
orresponding eigenvalues. For all real numbers s > 0 we de�ne, for u =

P

1

j=1

a

j

'

j

; v =

P

1

j=1

b

j

'

j

:

H

s

(
) :=

n

u 2 L

2

(
) :

P

1

j=1

�

s

j

ja

j

j

2

<1

o

:

This is a Hilbert spa
e with respe
t to the inner produ
t hu; vi

s

:=

P

1

j=1

�

s

j

a

j

b

j

: Clearly, the

operator

A

s

: H

s

(
) �! L

2

(
); u 7�!

1

X

j=1

�

s=2

j

a

j

'

j

is an isometri
 isomorphism. It is easy to see that

Z




A

s

u� =

Z




uA

s

' for all u; � 2 H

s

(
)

whi
h is used to prove the regularity of weak solutions. One has also the Sobolev imbeddings

H

s

(
) � L

p

(
)


ontinuously if 1 � p �

2N

N�2s

and 
ompa
tly if 1 � p <

2N

N�2s

.
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3.2 The spa
es in the 
ase 
 = R

n

. In this 
ase, the spa
e H

s

(R

n

) is de�ned by

H

s

(R

N

) :=

�

u 2 L

2

(R

N

) :

R

R

N

(1 + j�j

s

)

2

� jbu(�)j

2

d� <1

	

where bu denotes the Fourier transform of u. This is a Hilbert spa
e with respe
t to

hu; vi :=

1

(2�)

n

Z

R

n

(1 + j�j

s

)

2

� bu(�) � bv(�) d�:

The operator

A

s

: H

s

(R

n

) �! L

2

(R

n

); u 7�! ((1 + j�j

s

)bu)

_

;

(where !

_

denotes the inverse Fourier transform of !) is usually written as A

s

= (1 + jDj

s

). It is

readily seen that it is an isometri
 isomorphism. It is also easy to see that

Z

R

n

A

s

u� =

Z

R

n

uA

s

� for all u; � 2 H

s

(R

N

):

We observe that A

2

= u��u sin
e

A

2

u =

�

(1 + j�j

2

)bu)

_

for u 2 H

2

(R

N

):

This explains the form of the system (1.2) in the 
ase of 
 = R

n

.

If G is a subgroup of O(N), then we set

L

2

G

(R

n

) := fu 2 L

2

(R

n

) : u(gx) = u(x) for g 2 G; and x 2 R

n

a:e:g

and H

s

G

:= H

s

\ L

2

G

: Clearly we have that

A

s

(H

s

G

(R

n

)) = L

2

G

(R

n

)

In the 
ase of R

n

there is a loss of the 
ompa
t imbeddings. However, depending on the group

G a
ting on R

n

, we 
an still re
over them. We mention the following result due to P.-L. Lions [12℄:

Proposition 3.1. If

G = O(N

1

)� :::�O(N

k

)

with N

i

� 2 and

P

k

i=1

N

i

= N; then the imbedding

H

s

G

(R

n

) � L




(R

n

) for 2 < 
 <

2N

N � 2s

is 
ompa
t.

The 
ase when G = O(N) was �rst proved by Strauss [15℄.

3.3 The \quadrati
" forms and the fun
tionals. In the sequel we write E

s

to denote both

H

s

(
) in the 
ase of a bounded domain 
, and H

s

(R

N

). Let us 
onsider the Cartesian produ
t

E := E

s

�E

t

with s; t � 0, whi
h is also a Hilbert spa
e endowed with the inner produ
t

hz; �i := hu; �i

s

+ hv;  i

t

; for z = (u; v); � = (�;  ) 2 E:
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We 
onsider the bilinear form

B : E �E �! R; B[z; �℄ :=

Z

(A

s

uA

t

 +A

s

�A

t

v);

where

R

denotes the integral in both 
ases, over 
 or over R

n

. Asso
iated to B, we have the

quadrati
 form

Q(z) :=

1

2

B[z; z℄ =

Z

A

s

uA

t

v :

It is easy to see (
f. [7℄) that the bounded self-adjoint operator L : E ! E de�ned by hLz; �i :=

B[z; �℄ has exa
tly two eigenvalues +1 and �1, and that the 
orresponding eigenspa
es E

+

and

E

�

are given by

E

+

= f(u;A

�t

A

s

u) : u 2 E

s

g and E

�

= f(u;�A

�t

A

s

u) : u 2 E

s

g

where we are using the notation A

�t

= (A

t

)

�1

.

Now 
onsider the Hamiltonian H : 
�R�R ! R from Se
tion 1. We 
onsider the fun
tional

�(z) := Q(z)�

Z

H(x; u; v) dx (3.1)

where z = (u; v). By (H

2

) or (H

0

2

), there exist s; t > 0, with s+ t = 2 and

1

p

>

1

2

�

s

n

and

1

q

>

1

2

�

t

n

: (3.2)

This implies that we have 
ontinuous imbeddings E

s

� L

p

and E

t

� L

q

. We �x s and t with

this property so that � is well de�ned in E by (H

2

) or (H

0

2

). Moreover, (H

2

) or (H

0

2

) imply that

� 2 C

1

(E;R) with

h�

0

(z); �i = B[z; �℄�

Z

�

H

u

(x; u; v)� + H

v

(x; u; v) 

�

dx

for z; � 2 E. From this one dedu
es that a 
riti
al point z = (u; v) of � 
orresponds to a weak

solution of (1.1) or (1.2). Namely

Z

A

s

uA

t

 =

Z

H

v

(x; u; v) for all  2 E

t

and

Z

A

s

�A

t

v =

Z

H

u

(x; u; v)� for all � 2 E

s

:

As shown in [7℄ for the 
ase of 
 bounded these solutions are strong in the sense that

u 2 W

2;p=(p�1)

(
) \W

1;p=(p�1)

0

(
) and v 2W

2;q=(q�1)

(
) \W

1;q=(q�1)

0

(
);

and they satisfy (1.1). In the 
ase of R

n

we 
on
lude that u 2 W

2;p=(p�1)

lo


(R

N

) and v 2 W

2;q=(q�1)

lo


(R

N

),

and that they satisfy (1.2).

In order to apply Theorem 2.1 in the next se
tions, let us introdu
e the following notations.

Let (e

j

)

j2N

be an orthonormal basis of E

s

. Clearly the f

j

:= A

�t

A

s

e

j

, j 2 N, 
onstitute an

orthonormal basis of E

t

. We set

E

s

n

:= spanfe

j

: j = 1; :::; ng and E

t

n

:= spanff

j

: j = 1; :::; ng:

The following result 
an be readily seen.
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Lemma 3.1. With the above notations, we have

E

�

=

S

1

n=1

E

�

n

; E = E

+

�E

�

; E

n

:= E

+

n

�E

�

n

= E

s

n

�E

t

n

Next we 
he
k that the fun
tional � de�ned in (3.1) satis�es the 
ondition (�

0

2

) in both 
ases,


 bounded or R

N

.

Lemma 3.2. Assume (H

1

){(H

2

) or (H

0

1

)-(H

0

2

). Then there exists a sequen
e of positive real num-

bers r

k

, k � 1, su
h that

b

k

:= inff�(z) : z 2 E

+

; z ? E

+

k�1

; kzk = r

k

g ! +1:

Proof: We use Remark 2.2 applied to the Hilbert spa
e E

+

with P (z) := Q(z), and

	(z) :=

Z

H(x; u; v)

where z = (u; v). We know that Q(z) =

1

2

kzk

2

for z 2 E

+

, and from (H

2

) we obtain

�

�

�

�

Z

H(x; u; v)

�

�

�

�

� C

�

Z

juj

p

+

Z

jvj

q

+ 1

�

� C

0

�

kzk

r

X

+ 1

�

where X = L

p

(
)� L

q

(
) and r = maxfp; qg > 2. Also, assuming (H

0

2

) we obtain:

�

�

�

�

Z

H(x; u; v)

�

�

�

�

� C

�

Z

juj

p

+

Z

jvj

q

+

Z

juj

a+1

+

Z

jvj

b+1

�

� C

0

kzk

r

X

for some r > 2.

4 The 
ase 
 bounded.

In this se
tion we prove Theorem 1.1. With the notation from Se
tion 3, we want to apply Theorem

2.1 to the fun
tional

� : E ! R; �(z) = Q(z)�

Z

H(x; u; v) dx (4.1)

where z = (u; v) 2 E = E

s

�E

t

. First we show that � satis�es a Palais-Smale 
ondition.

Lemma 4.1. Assume (H

1

), (H

2

) and (H

3

). Then � as de�ned in (4:1) satis�es (PS)

F




for every


 2 R and F = (E

n

)

n2N

.

Proof: In view of Remark 2.1, it suÆ
es to prove that a (PS)

F




sequen
e is bounded in E. This

follows as in Se
tion 3 of [8℄, up to the point where we are to get some bounds for ku

n

k

E

s

and

kv

n

k

E

t

. At this point we then use the fa
t that

R

A

s

u

n

A

t

 = 0, for all  2 (E

t

n

)

?

.

Next we 
he
k the other assumptions of Theorem 2.1. It has already been proved that �

satis�es 
ondition (�

0

2

). In parti
ular, 
ondition (�

2

) is satis�ed.
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For ea
h � > 0, let us de�ne the isomorphism T

�

: E ! E by

T

�

(u; v) = (�

��1

u; �

��1

v):

Clearly T

�

E

n

= E

n

for all 2 N. Observe however that E

+

n

\ T

�

E

+

n

= f0g and E

�

n

\ T

�

E

�

n

= f0g if

� 6= �.

For ea
h k 2 N 
onsider the �nite dimensional subspa
e E

s

k

. Sin
e all norms are equivalent in

�nite dimensional spa
es, we have positive 
onstants �

k

, �

0

k

, �

k

and �

0

k

su
h that

kuk

L

2

� �

k

kuk

E

s

and kuk

E

s

� �

0

k

kuk

L

� for all u 2 E

s

k

and

kvk

L

2

� �

k

kvk

E

t

and kvk

E

t

� �

0

k

kvk

L

�

for all v 2 E

t

k

:

These 
onstants are going to 
ompose the 
onstants Æ

k

announ
ed in the introdu
tion.

Lemma 4.2. Assume that there are 
onstants 


2

and 


3

, su
h that

H(x; u; v) �

1

2




2

(juj

�

+ jvj

�

)� 


3

(4.2)

for all (x; u; v) 2 
� R � R. Then, for ea
h � > 0 and ea
h k 2 N, one has

�(T

�

z) � �

�+�

(1� 


2

Æ

k

) + 


3

j
j

for all z = z

+

+ z

�

2 E

+

k

�E

�

, with � := kz

+

k, where

Æ

k

:= min

�

�

�

2

k

�

0

k

2

�

�

;

�

�

2

k

�

0

k

2

�

�

�

Proof: For z = z

+

+ z

�

2 E

+

k

�E

�

we write z

�

= z

�

1

+ z

�

2

where z

�

1

2 E

�

k

, z

�

2

? E

�

k

. We also

write z := z

+

+ z

�

1

and z = (u; v), z

�

= (u

�

; v

�

); : : : Using (4.2) we have

Z




H(x; T

�

z) �

1

2




2

�

�

(��1)�

kuk

�

L

�

+ �

(��1)�

kvk

�

L

�

�

� 


3

j
j: (4.3)

Sin
e � and � are 
onjugate exponents and u

�

2

? u in L

2

, we obtain

kuk

L

�

� jhu; ui

L

2

j � kuk

�1

L

�

= kuk

2

L

2

kuk

�1

L

�

� �

2

k

�

0

k

kuk

E

s

=: e�

k

kuk

E

s

: (4.4)

Similarly

kvk

L

�
� �

2

k

�

0

k

kvk

E

t

=: e�

k

kvk

E

t

: (4.5)

Next observe that u = u

+

+ u

�

1

and v = A

�t

A

s

(u

+

� u

�

1

). So

kuk

E

s

= ku

+

+ u

�

1

k

E

s

and kvk

E

t

= ku

+

� u

�

1

k

E

s

: (4.6)
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Using (4.3)-(4.6) we obtain the following estimate on the Hamiltonian:

Z




H(x; T

�

z)

�

1

2




2

�

�

(��1)�

e�

�

K

ku

+

+ u

�

1

k

�

E

s

+ �

(��1)�

e�

�

K

ku

+

� u

�

1

k

�

E

s

�

� 


3

j
j

Sin
e ku

+

k

E

s

= kz

+

k=2 = �=2, we have that either ku

+

+ u

�

1

k

E

s

� �=2 or ku

+

� u

�

1

k

E

s

� �=2.

In either 
ase

Z




H(x; T

�

z) �

1

2




2

Æ

k

�

�+�

� 


3

j
j: (4.7)

On the other hand we have that

Q(T

�

z) = �

�+��2

Q(z) =

1

2

�

�+��2

(kz

+

k

2

� kz

�

k

2

)

and so for kz

+

k = � we obtain

Q(T

�

z) �

1

2

�

�+�

: (4.8)

Thus it follows from (4.7) and (4.8) that

�(T

�

z) �

1

2

(1� 


2

Æ

k

)�

�+�

+ 


3

j
j for all � = kz

+

k � kz

�

k: (4.9)

An immediate 
onsequen
e of Lemma 4.2 is the next result whi
h establishes (�

3

).

Lemma 4.3. Suppose that (4:2) holds and there is K 2 N su
h that

1� 


2

Æ

K

< 0 (4.10)

Then, �xing r > 0 there is a �

0

> 0 su
h that, for all � � �

0

one has, for z = z

+

+z

�

2 E

+

K

�E

�

:

�(T

�

z) < 0 if kz

+

k = �; and kT

�

zk > r if maxfkz

+

k; kz

�

kg = �:

Proof of Theorem 1.1:As mentioned before we apply Theorem 2.1. First we observe that Lemma

4.1 gives 
ondition (�

1

). Lemma 3.2 implies that there exists a k

0

2 N su
h that b

k

0

> 0, whi
h then

gives (�

2

) and (�

0

2

). Now suppose that (1.9) holds for some K � k

0

. Then we 
an apply Lemmas

4.2 and 4.3 and 
on
lude that (�

3

) holds. (�

4

) is implied by the fa
t that � maps bounded sets of

E into bounded sets of R. Finally, 
ondition (�

5

) is a 
onsequen
e of (H

4

).

5 The 
ase 
 = R

n

With the notations introdu
ed in Se
tion 3 the weak solutions of (1.2) are the 
riti
al points of the

fun
tional

�(z) =

Z

R

N

A

s

uA

t

v �

Z

R

N

H(x; u; v) (5.1)

14



a
ting in E = E

s

� E

t

:= H

s

(R

N

) � H

t

(R

N

), where s and t satisfy (3.2). We shall 
onsider

the fun
tional � restri
ted to 
ertain subspa
es of E where we have 
ompa
t imbeddings due to

symmetry properties. Let us start with the group G = O(N) a
ting in R

n

, and let us look for


riti
al points of � in the subspa
e X of E given by X = H

s

O(N)

(R

n

)�H

t

O(N)

(R

n

). All subspa
es

introdu
ed in Se
tion 3 are now restri
ted to spheri
ally symmetri
 fun
tions. Observe that

X := Fix(G) = f(u; v) 2 E : gu = u; gv = v; for all g 2 O(N)g

where gu means (gu)(x) = u(gx), for all x 2 R

n

. We see also that � is invariant with respe
t to G,

i.e. �(gu; gv) = �(u; v). Hen
e, it follows from the Palais Prin
iple of Symmetri
 Criti
ality, see

[13℄ or [16℄, that the 
riti
al points of � restri
ted to X are 
riti
al points of � 
onsidered in the

whole spa
e E.

In order to prove Theorem 2.1, we have to 
he
k that �

�

�

X

satis�es the assumptions of the

Fountain Theorem.

For ea
h � > 0, let us de�ne the isomorphism T

�

: E ! E, by

T

�

(u; v) = (�

�

u; �

�

v);

where � =

m�p

p

and � =

m�q

q

, and m > max(p; q). Clearly T

�

E

n

= E

n

.

Lemma 5.1. Assume 
onditions (H

0

1

)-(H

0

4

). Then, there is a sequen
e �

k

> 0, k 2 N, su
h that

(�

0

3

) holds with T

k

:= T

�

k

and R

k

:= �

k

.

Proof: Let us use the notation introdu
ed in the proof of Lemma 4.2. It follows from (1.16) that

for any � > 0 we have

Z

R

N

H(x; T

�

z) � 


�

�

�p

Z

R

N

juj

p

+ �

�q

Z

R

N

jvj

q

�

: (5.2)

Using H�older's inequality, we obtain

kuk

L

p

kuk

L

p

0

� jhu; ui

L

2

j = kuk

2

L

2

where

1

p

+

1

p

0

= 1;

Next, from the �nite dimensionality of E

s

k

we have that there is a positive 
onstant 


k

su
h that

kuk

L

p

� 


k

kuk

E

s

for u 2 E

s

k

.

Similarly there is e
 > 0 with

kvk

L

q

� e


k

kvk

E

t

for v 2 E

t

k

.

Thus it follows from (5.2) that

Z

R

N

H(x; T

�

z) � 


�

�

�p




p

k

kuk

p

E

s

+ �

�q

e


q

k

kvk

q

E

t

�

:

As in the proof of Lemma 4.2 we obtain

Z

R

N

H(x; T

�

z) � 
 �min

�

1

2

p

�

�p




p

k

�

p

;

1

2

q

�

�q

e


q

k

�

q

�

� �

k

�

m

provided kz

+

k = �.
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On the other hand,

Q(T

�

z) = �

�+�

(kz

+

k

2

� kz

�

k

2

) � �

�+�+2

for kz

+

k = �. Consequently we have

�(T

�

z) � �

�+�+2

� �

k

�

m

:

Sin
e m > �+ �+2, it follows that there is a �

0

(k) > 0 su
h that �(T

�

k

z) < 0 if �

k

> �

0

(k). Also

kT

�

zk � �

minf�;�g

kzk

2

;

whi
h implies that

kT

�

k

zk � �

minf�;�g+2

k

for maxfkz

+

k; kz

�

kg = �

k

:

Therefore, we 
an 
hoose �

k

su
h that

�(T

�

k

z) < 0 and kT

�

k

zk � r

k

for any given r

k

.

Proof of Theorem 1.2: First we observe that hypotheses (H

0

1

) and (H

0

2

) imply that � is C

1

in E.

And using (H

0

3

) we prove easily that a (PS)

F




sequen
e is bounded in X . So it follows from Remark

2.1 and Proposition 3.1 that �

�

�

X

satis�es the (PS)

F





ondition. Hen
e (�

1

) holds. Condition (�

0

2

)

has already been 
he
ked in Lemma 3.2. Condition (�

0

3

) is proved in Lemma 5.1. Condition (�

0

4

)

is trivially veri�ed, and �nally (�

5

) is a 
onsequen
e of (H

5

). So we apply the Fountain Theorem

and 
on
lude.

We omit the Proof of Theorem 1.3 sin
e it parallels a similar result of Barts
h-Willem [3℄

for the s
alar 
ase. The result in our 
ase follows from an appli
ation of the Fountain Theorem,

using Proposition 3.1.
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