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Introduction

- In this paper we address the problem of simultaneously modeling two binary time series.
- We describe jointly both series using a new family of Markov models called Partition Markov Models.
- This family has the characteristic of finding a Markov model with a minimal number of parameters.
- However, sometimes the sample size does not allow to extract enough information about the model.
- We develop a copula based methodology to correct the joint probabilities by using the marginal models obtained by the Partition Markov Models.
Our methodology is applied to series given by the direction of the daily variation of two assets and denoted by $X(1)_t$ and $X(2)_t$.

- the first series, $\{b_t\}_{t=0}^T$, corresponds to the main Brazilian stock exchange index (Ibovespa),
- the second series, $\{d_t\}_{t=0}^T$, corresponds to the exchange rate of United States Dollar to Brazilian Real
- the two series were observed from 2003 to 2012.
- $X(1)_t = 0$ if $d_t \leq d_{t-1}$ and $X(1)_t = 1$ otherwise,
- $X(2)_t = 0$ if $b_t \leq b_{t-1}$ and $X(2)_t = 1$ otherwise.
- We will analyze the bivariate series $X_t = (X(1)_t, X(2)_t)$.
- the joint series $X_t$ has alphabet $A = \{0, 1\}^2$. 
For an alphabet of size 4, the number of parameters for an order $k$ Markov chain model will be $4^k \times 3$.

This makes the problem unfeasible even for not too large $k$.

We will use a very economic family of Markov models called Partition Markov Models (PMM).

Even using PMM, our dataset with $T = 2356$ is not large enough to find a good model of $X_t$.

$T$ is large enough to model the margins $X(1)_t$ and $X(2)_t$ (with PMM).

This motivates the new methodology proposed here, which improves the estimated probabilities for $X_t$ by applying a correction through the marginals models.
Let $(X_t)$ be a discrete time order $M$ Markov chain

- $A$ the finite alphabet;
- $S = A^M$ the state space;
- $P(a|s) = \text{Prob}(X_t = a|X_{t-1} = s)$, $a \in A$, $s \in S$ the transition probabilities.
Equivalence relationship on $S$

**Definition**

For $s, r \in S$; $s \sim_p r \iff P(a|s) = P(a|r) \ \forall a \in A$.

- For any $s \in S$, the equivalence class of $s$ is given by $[s] = \{ r \in S | r \sim_p s \}$.
- The classes defined by $\sim_p$ are the subsets of $S$ with the same transition probabilities.
Equivalence relationship on $S$

- The equivalence relation defines a partition $\mathcal{L}$ of $S$.
- We have $(|A| - 1)$ transition probabilities for each “part” (element of $\mathcal{L}$), obtaining a model with $(|A| - 1)|\mathcal{L}|$ parameters.
- The elements of $S$ on the same equivalence class activate the same random mechanism to choose the next element in the Markov chain.
Markov chain with partition $\mathcal{L}$

**Definition**

Let $(X_t)$ be a discrete time, order $M$ Markov chain on $A$ and let $\mathcal{L} = \{L_1, L_2, \ldots, L_K\}$ be a partition of $S$. We will say that $(X_t)$ is a Markov chain with partition $\mathcal{L}$ if this partition is the one defined by $\sim_p$. 
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Example

- $A = \{0, 1\}$, $M = 2$, $S (= A^M) = \{00, 01, 10, 11\}$, $P(0|00) = P(0|01) = 0.4$ $P(0|10) = P(0|11) = 0.2$;
- $P(1|s) = 1 - P(0|s)$ $\forall s \in S$;
- the partition for this Markov chain is $\mathcal{L} = \{\{00, 01\}, \{10, 11\}\}$ with parts $L_1 = \{00, 01\}$ and $L_2 = \{10, 11\}$;
- the parameters of the Markov chain with partition $\mathcal{L}$ are $P(0|L_1) = 0.4$ and $P(0|L_2) = 0.2$. 
Model selection problem

Given a sample generated by a finite memory stationary process, how to choose a partition defining a good Markov model for the source?
Notation

Let $x_1^n$ be a sample of the process $(X_t)$, $s \in S$, $a \in A$ and $n > M$.

$$N_n(s, a) = \left| \left\{ t : M < t \leq n, x_{t-M}^{t-1} = s, x_t = a \right\} \right|,$$ \hspace{1cm} (1)

$$N_n(s) = \left| \left\{ t : M < t \leq n, x_{t-M}^{t-1} = s \right\} \right|. \hspace{1cm} (2)$$

To simplify the notation we will omit the $n$ on $N_n$. 
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A distance in $S$

**Definition**

We define the distance $d$ in $S$,

$$d(s, r) = \frac{2}{(|A| - 1) \ln(n)} \sum_{a \in A} \left\{ N(s, a) \ln \left( \frac{N(s, a)}{N(s)} \right) 
+ N(r, a) \ln \left( \frac{N(r, a)}{N(r)} \right) 
- (N(s, a) + N(r, a)) \ln \left( \frac{N(s, a) + N(r, a)}{N(s) + N(r)} \right) \right\}$$

for any $s, r \in S$. 
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A distance in $S$

**Proposition**

For any $s, r, t \in S$,

i. $d(r, s) \geq 0$ with equality if and only if $\frac{N(s, a)}{N(s)} = \frac{N(r, a)}{N(r)} \forall a \in A$,

ii. $d(r, s) = d(s, r)$,

iii. $d(r, t) \leq d(r, s) + d(s, t)$.

**Remark**

$d$ can be generalized to subsets (see García, J. and González-López, V. A. (2010)).
Consistence in the case of a Markov source

**Theorem**

Let \((X_t)\) be a discrete time, order \(M\) Markov chain on a finite alphabet \(A\). Let \(x_1^n\) be a sample of the process and \(0 < \alpha < \infty\), then for \(n\) large enough and for each \(s, r \in S\), \(d_n(r, s) < \alpha\) iff \(s\) and \(r\) belong to the same class.
Algorithm

Input: $d(s, r) \forall s \neq r \in S$; Output: $\hat{\mathcal{L}}_n$. 

$B = S; \hat{\mathcal{L}}_n = \emptyset$

while $B \neq \emptyset$

    select $s \in B$

    define $L_s = \{s\}$

    $B = B \setminus \{s\}$

    for each $r \in B, r \neq s$

        if $d(s, r) < \alpha$

            $L_s = L_s \cup \{r\}$

            $B = B \setminus \{r\}$

        $\hat{\mathcal{L}}_n = \hat{\mathcal{L}}_n \cup \{L_s\}$

Return: $\hat{\mathcal{L}}_n = \{L_1, L_2, \ldots, L_K\}$
Notation for the bivariate process

- $A = \{0, 1\}^2$.
- $X_t$ will be the state of the two sources at time $t$.
- $X_t = (X(1)_t, X(2)_t)$,
- $X(i)_t$ is the state of the source number $i$ at time $t$.
- $X(i)_t \in \{0, 1\}$ and
- $X_t \in A = \{0, 1\}^2$. 
Here we introduce a methodology to improve the probabilities estimated using a PMM fitted on a multivariate time series with a dataset of insufficient size.

To enhance the multivariate estimations we use models fitted to the marginals univariate time series.

Let $\mathcal{L}_X$, $\mathcal{L}_{X(1)}$ and $\mathcal{L}_{X(2)}$ be the fitted PMM partitions for the datasets $X$, $X(1)$ and $X(2)$, with memory lengths $M_X$, $M_{X(1)}$ and $M_{X(2)}$.

$X_t \in \{0, 1\}^2 = A$, $X(1)_t, X(2)_t \in \{0, 1\} = B$,

To simplify the notation, we will assume that $M_{X(1)} = M_{X(2)} = M$ and $M_X \leq M$. 
Correction through the marginal processes

- Consider $t$ such that $M < t \leq T$.
- $s = x_{t-M}^{t-1}$, $s \in A^M$,
- $v = x(1)_{t-M}^{t-1}$, $v \in \{0, 1\}^M$ and
- $w = x(2)_{t-M}^{t-1}$, $w \in \{0, 1\}^M$, 
Correction through the marginal processes

- $P_X(.|s)$, $P_{X(1)}(.|v)$ and $P_{X(2)}(.|w)$ will be the estimated probabilities using the PMM with the corresponding partition $L_X$, $L_{X(1)}$ and $L_{X(2)}$.

- **Objective:** to find an estimative of $P(.|s)$ better than $P_X(.|s)$ using $P_{X(1)}(.|v)$ and $P_{X(2)}(.|w)$.

- **Notation:** for $i, j \in \{0, 1\}$,
  
  $P_X(i,j|s) = P_X(X(1) = i, X(2) = j|s)$,
  $P_X(i.|s) = P_X(X(1) = i|s)$ and
  $P_X(.j|s) = P_X(X(2) = j|s)$. 

Copula density

A copula density for $P_X(X(1), X(2)|s)$ can be written as follows (see [10]),

$$c_X(u, v) = \begin{cases} 
\frac{P_X(0,0|s)}{P_X(0,1|s)}, & \text{if } 0 \leq a < P_X(0.|s) \text{ and } 0 \leq b < P_X(.0|s), \\
\frac{P_X(0|s)P_X(.0|s)}{P_X(0,1|s)}, & \text{if } 0 \leq a < P_X(0.|s) \text{ and } P_X(.0|s) \leq b < 1, \\
\frac{P_X(1|s)P_X(.1|s)}{P_X(1,1|s)}, & \text{if } P_X(0.|s) \leq a < 1 \text{ and } 0 \leq b < P_X(.0|s), \\
\frac{P_X(1|s)P_X(.0|s)}{P_X(1,1|s)}, & \text{if } P_X(0.|s) \leq a < 1 \text{ and } P_X(.0|s) \leq b < 1.
\end{cases}$$
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To complete the correction,

- We use the margin $P_{X(1)}(X = i|v)$ instead of $P_X(i|s)$ and
- $P_{X(2)}(i|w)$ will substitute $P_X(.i|s)$

Having the new marginals and the copula density, we produce the new corrected joint probability obtained by using $c_X$ and the computed $P_{X(1)}$ and $P_{X(2)}$ margins.

More precisely the corrected probability of $X_t = (0, 0)$ given $s = X_{t-1}$ is,

$$P_c(0, 0|s) = \int_0 P_{X(1)}(0|v) \int_0 P_{X(2)}(0|w) c_X(a, b|s) db da$$
Our methodology can be summarized as follows,

1) fit a PMM model to the joint time series $X_t$,
2) compute the copula density $c_X(u, v|L)$ of $P_X(.)|L)$ for each $L \in \mathcal{L}_X$,
3) fit PMM models to the margins $X(1)_t$ and $X(2)_t$,
4) compute the corrected probabilities for $X_t$ by using the margins fitted in 3) and the expression of $c_X(u, v)$. 
Simulations

- We simulated data corresponding to 5 PMM.
- For each model we used the sample sizes: 50, 100, 150, 200, 300, 500 and 1000.
- For each model M and sample size T, we simulated 100 datasets consisting of two parts,
  - part one is a size T sample and part two is a size 10000 sample.
- for each dataset, first, the model selection and correction methodology was applied to the size T sample. Second, the corrected probabilities obtained from the size T sample are used on the size 10000 sample to predict the successive values in the sample. Obtaining the rate of correct predictions on the size 10000 sample.
Simulation model 1

![Graph showing simulation model 1 with two lines representing different values over a range of x-values from 200 to 1000. The y-axis ranges from 0.3 to 0.7.]
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Application

- **Dataset:** directions of the daily variation of two asset and denoted by $X(1)_t$ and $X(2)_t$.
- the first series, $\{b_t\}_{t=0}^T$, corresponds to the main Brazilian stock exchange index (Ibovespa),
- the second series, $\{d_t\}_{t=0}^T$, corresponds to the exchange rate of United States Dollar to Brazilian Real,
- the two series where observed from 2003 to 2012.
- $X(1)_t = 0$ if $d_t \leq d_{t-1}$ and $X(1)_t = 1$ otherwise,
- $X(2)_t = 0$ if $b_t \leq b_{t-1}$ and $X(2)_t = 1$ otherwise.
- We will analyze the bivariate series $X_t = (X(1)_t, X(2)_t)$. 
Application

First we fit a PMM to the bivariate series $X_1^T$ and obtain the following dendrogram. The partition have 10 parts.

The longest string, for which we have enough repetitions to estimate probabilities, has size 4.
We fit PMM for the marginals $X(1)_1^T$ and $X(2)_1^T$, 

\[ \begin{align*} 
\text{Dendrogram for Dollar} & \quad \text{hclust (*, "single")} \\
\text{Sequences} & \quad d \\
\text{Dendrogram for iBovespa} & \quad \text{hclust (*, "single")} \\
\text{Sequences} & \quad d 
\end{align*} \]
For the marginal series $X(1)^T_1$ and $X(2)^T_1$, all strings of size 6 are included in the parts of the estimated partitions.

From the partition is easy to see that the memory can not be reduced,

for example for $X_t$, the strings 000000 and 100000 are in very different parts.
For the marginal series $X(1)^T_1$ and $X(2)^T_1$, all strings of size 6 are included in the parts of the estimated partitions.

From the partition is easy to see that the memory can not be reduced,

for example for $X_t$, the strings 000000 and 100000 are in very different parts.
For the marginal series $X(1)_T^T$ and $X(2)_T^T$, all strings of size 6 are included in the parts of the estimated partitions.

From the partition is easy to see that the memory can not be reduced,

for example for $X_t$, the strings 000000 and 100000 are in very different parts.
The model fitted for $X_t$ has smaller memory than the model for the marginals.

We applied the uncorrected model to the dataset and it successfully predicted the next value for the $X_t$ series 32% of the time.

Using our corrected model we improved the assertion rate to 35%.
Conclusions

- The present paper shows a new methodology for the problem of insufficient data for modeling jointly two Bernoulli time series when the marginals are well modeled.

- In the application to real finance data, our methodology produce an increment from 32% to 35% in the percentage of good predictions for the next symbol in the sequence.

- The methodology can be used with others families of Markov models, such as the variable length ones, for which there exists several model selection methods (see [11], [2] and [3]).
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