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SUMMARY

Most papers on topology optimization consider that there is a linear relation between the strains and the displacements of the structure, meaning that the displacements of the structure are small. However, when the external loads applied to the structure are large, the displacements also become large, so it is necessary to suppose that there is a nonlinear relation between strains and displacements. In this case, we say that the structure is geometrically nonlinear. In practice, this means that the linear system that needs to be solved each time the objective function of the problem is evaluated is replaced by an ill-conditioned nonlinear system of equations. Moreover, the stiffness matrix and the derivatives of the problem also become harder to compute.

The objective of this work is to solve topology optimization problems under large displacements through a new optimization algorithm, named Sequential Piecewise Linear Programming (SPLP). This method relies on the solution of convex piecewise linear programming subproblems that include second order information about the objective function. To speed up the algorithm, these subproblems are converted into linear programming ones. The SPLP algorithm is not only globally convergent to stationary points, but our numerical experiments also show that it is efficient and robust. Copyright © 2010 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Efficient methods for the solution of topology optimization problems include the well known Method of Moving Asymptotes (MMA) and its variants (see, for example, Svanberg [1, 2], Bruyneel et al. [3], Zillober [4], Zillober, Schittkowski and Moritzen [5]), as well as some standard mathematical programming methods such as the Sequential Linear Programming (SLP) algorithm (Gomes and Senne [6], Sigmund [7], Kikuchi et al. [8], Nishiwaki et al. [9]) and the Sequential Quadratic Programming (SQP) algorithm (Etman et al. [10]). Even a hybrid scheme that uses quadratic approximations of some separable convex approximation functions (Groenwold and Etman [11]) has been successfully employed to solve such problems.

Most works on topology optimization consider that the structure is under small displacements, so the relation between strain and displacement can be represented by a linear model. However, for large displacements this hypothesis is no longer valid, and we say that the structure is geometrically nonlinear, which means that it is necessary to adopt a nonlinear representation for
the strain-displacement relation. Due to the computational difficulties that arise when the geometric nonlinearity is considered, there is just a few papers that deal with this problem. Among them, we may cite those written by Jog [12], Buhl, Pedersen and Sigmund [13], Bruns and Tortorelli [14], Gea and Luo [15], Bruns, Sigmund and Tortorelli [16], Ohsaki and Nishiwaki [17], Luo and Tong [18], Lazarov, Schevenels and Sigmund [19], Lahuerta et al. [20], and Lee and Park [21].

A survey on this field shows that MMA-like algorithms represent the vast majority of methods developed for solving geometrically nonlinear topology optimization problems. In this paper we introduce an alternative algorithm, called Sequential Piecewise Linear Programming (SPLP), that is an extension of the Sequential Linear Programming (SLP) algorithm of Gomes and Senne [6], developed for the design of structures under small displacements.

The SPLP algorithm adds second order information to the objective function, requiring the solution of one piecewise linear subproblem per iteration. This subproblem is further converted to a linear programming one, in order to reduce the computational costs. The idea is to stay between the SLP algorithm, that has cheap iterations but takes too many steps to converge, and the SQP method, that performs a smaller number of computationally intensive iterations.

The paper is organized as follows. In Section 2 we present the topology optimization problem under large displacements. The SPLP method is described in Section 3 and its practical implementation is presented in Section 4. The performance of the algorithm is analyzed in Section 5, and some conclusions are presented in Section 6.

2. THE GEOMETRICALLY NONLINEAR TOPOLOGY OPTIMIZATION PROBLEM

Let Ω be a given two- or three-dimensional domain where a structure is to be built. A topology optimization problem is a mathematical problem that consists in determining how to distribute material over Ω in such a way that the structure generated is optimal in some sense, and satisfies a set of design constraints.

In the minimum compliance topology optimization problem, the objective is to find the stiffest structure that fits into the domain, and satisfies a volume constraint and some boundary conditions. When the structure is subject to small displacements, a linear model is used to describe the strain-displacement relation. In this case, after the discretization of Ω, the topology optimization problem can be written in the form

$$\min_{\rho} \ f^T u$$

s.t.  $$K(\tilde{\rho})u = f$$

$$\sum_{i=1}^{n_{el}} v_i \tilde{\rho}_i \leq V^*$$

$$\tilde{\rho}_i \in \{0, 1\}, \quad i = 1, \ldots, n_{el},$$

where \(n_{el}\) is the number of elements of the domain, \(\tilde{\rho}_i\) is a variable that indicates whether the \(i\)-th element is filled (\(\tilde{\rho}_i = 1\)) or void (\(\tilde{\rho}_i = 0\)), \(v_i\) is the volume of the \(i\)-th element, \(V^*\) is the upper limit for the volume of the structure, \(f\) is the vector of nodal forces associated to the external loads, \(u\) is the vector of nodal displacements, and \(K(\tilde{\rho})\) is the (global) stiffness matrix.

Since topology optimization problems are usually huge, it would not be possible to solve an integer nonlinear programming problem such as (1). To circumvent this problem, Bendsøe [22] introduced the Solid Isotropic Material with Penalization (SIMP) method, where the integer variables \(\tilde{\rho}_i\) are replaced by the continuous densities \(0 \leq \rho_i \leq 1\), that are raised to a penalty parameter \(p > 1\) in order to avoid the presence of intermediate values. When the SIMP method is used, the global stiffness matrix is given by

$$K(\rho) = \sum_{i=1}^{n_{el}} \rho_i^p k_i,$$

where \(k_i\) is the stiffness matrix of the \(i\)-th element.

If we also define a lower limit \(\rho_{min}\) for the densities \(\rho_i\), then \(K(\rho)\) becomes symmetric and positive definite, so \(u = K(\rho)^{-1} f\), and we can rewrite Problem (1) as

$$\min_{\rho} \ f^T u$$

s.t.  $$K(\rho)u = f$$

$$\sum_{i=1}^{n_{el}} v_i \rho_i \leq V^*$$

$$\rho_i \geq \rho_{min}, \quad i = 1, \ldots, n_{el},$$

which is now a continuous optimization problem.
\[
\begin{align*}
\min_{\rho} & \quad f^T K(\rho)^{-1} f \\
\text{s.t.} & \quad \sum_{i=1}^{n_{el}} \frac{u_i \rho_i}{V_i} - 1 \leq 0 \\
& \quad 0 < \rho_{\text{min}} \leq \rho_i \leq 1, \quad i = 1, \ldots, n_{el}.
\end{align*}
\]

When the structure is subject to large displacements, the linear strain-displacement model is no longer valid, and we need to replace the equilibrium equations \(K(\rho)u = f\) by a nonlinear system in the form
\[
R(u, \rho) = 0.
\]

Supposing that \(\rho\) is fixed, the displacement vector \(u\) that solves (3) can be obtained by means of the Newton’s method. In this case, the nonlinear equations are approximated by the linear system
\[
\begin{align*}
K_T(u_k, \rho) \Delta u_k &= -R(u_k, \rho),
\end{align*}
\]
where \(K_T = \partial R/\partial u\) is the tangent stiffness matrix. Starting from a given vector \(u_0\), the method solves a sequence of systems in the form (4), and updates the displacements using \(u_{k+1} = u_k + \Delta u_k\) until the condition \(\|R(u_k, \rho)\| \leq \varepsilon\) is satisfied, for some \(\varepsilon > 0\).

The definition of \(R(u, \rho)\) and of \(K_T(u_k, \rho)\) varies according to the hyperelastic model adopted for the material. In this work, we use the neo-Hookean material model of Simo-Ciarlet [23, 24], instead of the usual Saint Venant-Kirchhoff model.

Although the Saint Venant-Kirchhoff material law is far more used than other material models, it does not guarantee the existence of a solution for (3). In fact, this model can pose several difficulties for Newton’s method, preventing its convergence (Lahuerta et al. [20]). On the other hand, Ball [25] has shown that the system (3) always has a solution when a polyconvex constitutive model, such as the Simo-Ciarlet neo-Hookean material law, is used.

Moreover, the tangent stiffness matrix of the Simo-Ciarlet model is cheaper to compute than the matrix related to the Saint Venant-Kirchhoff model, that is build up summing several terms that depend on \(\rho\). (see, for example, [26]).

To see how systems (3) and (4) are defined, let \(F = [f_{ij}]\) represent the deformation gradient tensor of the structure. In the Simo-Ciarlet model, the strain-energy density function is given by (see [20])
\[
\hat{W} \equiv \hat{W}(J, I_C) = \frac{1}{2} \lambda \left( \frac{1}{2}(J^2 - 1) - \ln J \right) + \frac{1}{2} \mu (I_C - 3 - 2 \ln J),
\]
where \(\lambda\) and \(\mu\) are Lamé constants, \(J = \det(F)\) and \(I_C = \text{tr}(F^T F)\).

Gathering the components of the first Piola-Kirchhoff stress tensor into the vector
\[
\sigma = \left[ \frac{\partial \hat{W}}{\partial f_{11}}, \frac{\partial \hat{W}}{\partial f_{12}}, \frac{\partial \hat{W}}{\partial f_{21}}, \frac{\partial \hat{W}}{\partial f_{22}} \right]^T
\]
and defining \(G\) as the matrix of the derivatives of the shape functions with respect to the displacements, we define
\[
q(\hat{u}^{(i)}) = \int_{\Omega_i} G^T \sigma \, d\Omega_i,
\]
where \(\Omega_i\) and \(\hat{u}^{(i)}\) are, respectively, the domain and the vector of nodal displacements of the i-th element. Defining the vector of internal nodal forces of the structure as
\[
f_{\text{int}}(u, \rho) = \sum_{i=1}^{n_{el}} \rho_i \hat{q}(\hat{u}^{(i)})
\]
we may write the nonlinear system (3) in the form
\[
R(u, \rho) = f_{\text{int}}(u, \rho) - f = 0.
\]
Using this system we can finally write the nonlinear version of the topology optimization (2) as

$$\begin{align*}
\min_{\rho} & \quad [f_{\text{int}}(u(\rho), \rho)]^T u(\rho) \\
\text{s.t.} & \quad \sum_{i=1}^{n_{el}} v_i \rho_i - 1 \leq 0 \\
& \quad 0 < \rho_{\min} \leq \rho_i \leq 1, \quad i = 1, \ldots, n_{el},
\end{align*}$$

(5)

where we write $u \equiv u(\rho)$ to stress that the displacements depend on $\rho$. The tangent stiffness matrix used in (4) is assembled combining the contributions of the $n_{el}$ elements, i.e.

$$K_T(u, \rho) = \sum_{i=1}^{n_{el}} \rho_i^p k_T(\hat{u}^{(e)}),$$

where $k_T(\hat{u}^{(e)})$, the tangent matrix of the $i$-th element, is given by

$$k_T(\hat{u}^{(e)}) = \int_{\Omega_e} G^T D G d\Omega_e.$$}

The tangent stiffness modulus matrix $D$ used in this last formula is obtained deriving $\sigma$ with respect to the components of the deformation gradient.

### 3. SEQUENTIAL PIECEWISE LINEAR PROGRAMMING

The sequential linear programming method proposed by Gomes and Senne [6] has shown a good performance for the solution of topology optimization problems under small displacements, mainly due to its quite cheap iterations.

In the presence of large displacements, however, it is not just the time spent per each iteration that counts. Since each computation of the objective function of problem (5) requires the solution of one nonlinear system, it is worth devising a method that reduces the number of iterations, as it may save time. But some care still must be taken to avoid spoiling the benefits of this time reduction by taking a computationally expensive iteration.

In this section we present an algorithm that is based on the solution of piecewise linear programming problems. The method is particularly well suited for solving difficult topology optimization problems, since it converges as quickly as a SQP algorithm, but its iterations require just the solution of linear programming problems, as in a SLP method.

#### 3.1. Description of the method

Consider the nonlinear programming problem

$$\begin{align*}
\min & \quad f(x) \\
\text{s.t.} & \quad c(x) = 0 \\
& \quad x_l \leq x \leq x_u,
\end{align*}$$

(6)

where the functions $f : \mathbb{R}^n \rightarrow \mathbb{R}$ and $c : \mathbb{R}^n \rightarrow \mathbb{R}^m$ have Lipschitz continuous first derivatives, and $x_l, x_u \in \mathbb{R}^n$ are vectors that define, respectively, the lower and upper bounds for $x$. The conversion of a topology optimization problem such as (5) to the form (6) is an easy task, requiring just the introduction of a slack variable to transform the volume constraint into an equation.

A solution vector $x \in \mathbb{R}^n$ is called feasible if all of the constraints and bounds of (6) are satisfied at $x$. Since the bound constraints are never violated by the SPLP algorithm, the infeasibility of a point $x$ is measured by the function

$$\varphi(x) = ||c(x)||_1.$$  

We say that $x$ is a $\varphi$-stationary point if it satisfies the Karush-Kuhn-Tucker (KKT) conditions of problem

$$\begin{align*}
\min & \quad \varphi(x) \\
\text{s.t.} & \quad x_l \leq x \leq x_u,
\end{align*}$$
We also say that a feasible point \( x \) is regular if the gradients of the active constraints at \( x \) are linearly independent.

For most topology optimization problems, the second derivatives of the objective function are expensive to evaluate, so algorithms that require this kind of information are seldom used. With the aim of obtaining a good approximation for \( f(x) \) (i.e. using some second order information) without sacrificing the efficiency of the optimization algorithm, in the SPLP method the objective function of (6) around a point \( x \) is approximated by

\[
f(x + s) \approx f(x) + \nabla f(x)^T s + \Gamma_k(s),
\]

where \( \Gamma_k : \mathbb{R}^n \to \mathbb{R} \) is a convex non-negative piecewise linear function that gives some information about the curvature of \( f \). The definition of \( \Gamma_k \) will be discussed in detail in Subsection 4.1.

On their turn, the equality constraints of problem (6) are approximated by the linear model

\[
c(x + s) \approx c(x) + A(x)s,
\]

where \( A(x) = [\nabla c_1(x) \ldots \nabla c_m(x)]^T \) is the Jacobian matrix of the constraints.

Using (7) and (8), problem (6) can be approximated by

\[
\begin{align*}
\min & \quad m_k(s) = \nabla f(x^{(k)})^T s + \Gamma_k(s) \\
\text{s.t.} & \quad A(x^{(k)})s + c(x^{(k)}) = 0 \\
& \quad x_l \leq x^{(k)} + s \leq x_u \\
& \quad \|s\|_\infty \leq \delta_k
\end{align*}
\]

(9)

where \( \delta_k > 0 \). The last inequality in (9) defines a trust region, adopted to prevent the subproblem from becoming unbounded and to ensure the global convergence of the SPLP algorithm. In practice, the box constraints and the trust region inequality are coupled together, so we simply write

\[
s_l = \max\{-\delta, x_l - x^{(k)}\} \quad \text{and} \quad s_u = \min\{\delta, x_u - x^{(k)}\}.
\]

(10)

The central idea of the algorithm is simple: at the \( k \)-th iteration of the algorithm, we solve the piecewise linear problem (9), and use its solution, \( s_c \), to obtain a trial point \( x^{(k+1)} = x^{(k)} + s_c \) that is a (supposedly) better approximate solution for the original problem (6).

However, this scheme does no prevent the feasible set of problem (9) from being empty. When this happens, a feasibility restoration step must precede the computation of \( s_c \). Following the suggestion of Gomes and Senne [6], this restoration step is obtained solving the auxiliar subproblem

\[
\begin{align*}
\min & \quad M(x^{(k)}, s) = \|A(x^{(k)})s + c(x^{(k)})\|_1 \\
\text{s.t.} & \quad x_l \leq x^{(k)} + s \leq x_u \\
& \quad \|s\|_\infty \leq 0, 8\delta_k
\end{align*}
\]

(11)

where, \( M(x^{(k)}, s) \) is the first order approximation for \( \varphi(x) \) at \( x^{(k)} \).

The one-norm is used in (11) to allow the conversion of this problem into the linear programming problem

\[
\begin{align*}
\min & \quad \bar{M}(x^{(k)}, s, z) = e^T z \\
\text{s.t.} & \quad A(x^{(k)})s + E(x^{(k)})z = -c(x^{(k)}) \\
& \quad \max\{-0.8\delta_k, x_l - x^{(k)}\} \leq s \leq \min\{0.8\delta_k, x_u - x^{(k)}\} \\
& \quad z \geq 0.
\end{align*}
\]

(12)

where \( z \in \mathbb{R}^{m_l} \) is the vector of slack variables of the \( m_l \) infeasible linearized constraints, \( e = [1 \ldots 1]^T \), and matrix \( E \) is defined by

\[
E_{ij}(x^{(k)}) = \begin{cases} 
I_{ij}, & \text{if } c_{ij}(x^{(k)}) < 0, \\
-I_{ij}, & \text{if } c_{ij}(x^{(k)}) > 0,
\end{cases}
\]
where $I_i$ is the $i$-th column of the identity matrix of order $m_I$, and $i_1, i_2, \ldots, i_{m_I}$ are the indices of the nonzero components of $c(x^{(k)})$. A feasible point for (12) can be trivially obtained by taking $s = 0$ and $z_j = |c_{i_j}(x^{(k)})|$, $j = 1, \ldots, m_I$.

We start an iteration of the SLP algorithm finding $s_n$, the solution of problem (12). If $M(x^{(k)}, s_n) = 0$, we also solve problem (9), obtaining the step $s_c$. On the other hand, if $M(x^{(k)}, s_n) > 0$, we simply set $s_c = s_n$. One should notice that the trust region radius used in (11) is smaller than $\delta_k$, in order to increase the feasible region of problem (9) and allow the reduction of the objective function.

A trial step $s_c$ is only accepted if $x^{(k)} + s_c$ is a better solution for (6) than $x^{(k)}$. To take this decision we rely on the merit function

$$\psi(x, \theta) = \theta f(x) + (1 - \theta)\varphi(x),$$

where $\theta \in [0, 1]$ is a parameter that defines the balance between the two objectives of the method, that are the reduction of the objective function $f(x)$ and of the infeasibility measure $\varphi(x)$. Following the scheme presented in [27, 6], we define $\theta_k = \min\{\theta_{k,up}, \theta_{k,large}\}$, where

$$\theta_{k,min} = \min\{1, \theta_0, \ldots, \theta_{k-1}\}, \quad \theta_{k,large} = \left[1 + \frac{N}{(k + 1)^{1.1}}\right] \theta_{k,min},$$

$$\theta_{k,up} = \sup\{\theta \in [0, 1] \mid P_{red} \geq 0.5 P_{red}^{fsb}\},$$

and $N \geq 0$ is a large parameter (e.g. $N = 10^6$) used to allow a nonmonotone decrease of $\theta$.

To decide if the step $s_c$ is to be accepted or not, we compare the actual reduction of the merit function with the reduction predicted by the model (9). The actual reduction of $\psi$ between $x^{(k)}$ and $x^{(k)} + s_c$ is given by

$$A_{red} = \theta[f(x) - f(x + s_c)] + (1 - \theta)[\varphi(x) - \varphi(x + s_c)],$$

while the predicted reduction is defined as

$$P_{red} = \theta[\nabla f(x)^T s_c - \Gamma_k(s_c)] + (1 - \theta)[M(x, 0) - M(x, s_c)],$$

The step $s_c$ is accepted if the merit function is reduced at least by one tenth of the reduction predicted by the linear model, i.e. if $A_{red} \geq 0.1 P_{red}$. If this condition is not verified, $\delta$ is reduced and the step is recomputed. Besides, the trust region radius may also be increased or decreased depending on the ratio $A_{red}/P_{red}$. These and other details of the method are fully described in Algorithm 1.

3.2. Global convergence

In [6], Gomes and Senne present a SLP algorithm that is globally convergent under the hypothesis that the sequence $\{x^{(k)}\}$ is bounded, which is trivially satisfied by bound constrained problems such as (5). The global convergence of Algorithm 1 can be easily derived from the lemmas and theorems presented in [6], rewriting Lemmas 3.3 and 3.7 to cope with the piecewise linear function $\Gamma_k(s)$.

The convergence proofs are divided into three steps. First, it is shown that the algorithm is well defined, i.e., that a new iterate $x^{(k+1)}$ is eventually obtained after repeating the steps of the algorithm a finite number of times. Then it is proved that every limit point of an infinite sequence $\{x^{(k)}\}$ is $\varphi$-stationary. Finally, it is shown that there exists a limit point $x^*$ that is stationary for (6) whenever the limit points of the sequence $\{x^{(k)}\}$ are feasible and regular. The reader is referred to [28] for the complete convergence proofs.

4. IMPLEMENTATION DETAILS

4.1. The piecewise linear model

The piecewise linear function $\Gamma_k(s)$ that is used to construct the model $m_k(s)$ must approximate the quadratic function $\gamma_k(s) = \frac{1}{2} s^T B_k s$, where $B_k$ is a symmetric positive definite matrix. Since such model is rebuilt at each iteration, we will drop off the subscript $k$ to simplify the notation.
Algorithm 1 The SPLP algorithm.

Require: $\delta_{\text{min}} > 0$, $\delta_0 \geq \delta_{\text{min}}$ and $x^{(0)}$ such that $x_i \leq x^{(0)} \leq x_u$
1: $\theta_0 \leftarrow 1$; $\theta_{\text{max}} \leftarrow 1$; $k \leftarrow 0$
2: while a stopping criterion is not satisfied, do
3: Determine $s_n$, the solution of (12)
4: if $M(x^{(k)}, s_n, z) = 0$, then
5: Starting from $s_n$, determine $s_c$, the solution of (9)
6: else
7: $s_c \leftarrow s_n$.
8: end if
9: Compute $\theta_k^{\text{large}}$ and $\theta_k^{\sup}$
10: $\theta_k \leftarrow \min\{\theta_k^{\text{large}}, \theta_k^{\sup}, \theta_{\text{max}}\}$
11: if $A_{\text{red}} \geq 0.1P_{\text{red}}$ then
12: $x^{(k+1)} \leftarrow x^{(k)} + s_c$
13: Compute $A(x^{(k+1)})$, $B_{k+1}$, $E(x^{(k+1)})$ and $\nabla f(x^{(k+1)})$.
14: if $A_{\text{red}} \geq 0.5P_{\text{red}}$, then
15: $\delta_{k+1} \leftarrow \min\{1.5\delta_k, \|x_u - x_l\|_{\infty}\}$
16: else if $A_{\text{red}} \geq 0.2P_{\text{red}}$, then
17: $\delta_{k+1} \leftarrow \delta_k$
18: else
19: $\delta_{k+1} \leftarrow 0.25\delta_k$
20: end if
21: $\delta_{k+1} \leftarrow \max\{\delta_{k+1}, \delta_{\text{min}}\}$
22: $\theta_{\text{max}} \leftarrow 1$
23: $k \leftarrow k + 1$
24: else
25: $\delta_k \leftarrow \max\{0.25\|s_c\|_{\infty}, 0.1\delta_k\}$
26: $\theta_{\text{max}} \leftarrow \theta_k$
27: end if
28: end while

Supposing that $B$ is diagonal, both $\gamma(s)$ and $\Gamma(s)$ are separable, so we can write

$$\Gamma(s) = \sum_{i=1}^{n} \Gamma_i(s_i) \approx \gamma(s) = \sum_{i=1}^{n} \gamma_i(s_i) = \sum_{i=1}^{n} \frac{1}{2} b_i s_i^2,$$

where $b_i$ is the $i$-th diagonal element of $B$. We define each function $\Gamma_i(s_i)$ following the guidelines proposed by Byrd et al. [29, 30].

Let $\Gamma_i(s_i)$ be formed by $2r + 1$ line segments, each one defined by a linear function $t_{i}^{(j)}(s_i)$, $j = 0, \ldots, 2r$. In this case, since $B$ is positive definite, we may write

$$\Gamma_i(s_i) = \max_{j \in \{0, \ldots, 2r\}} \left\{ t_{i}^{(j)}(s_i) \right\}.$$  

Each $t_{i}^{(j)}(s_i)$ should interpolate $\gamma_i(s_i)$ and its first derivative at a point $t_{i}^{(j)}$. The definition of the interpolation points depends on two scalars, $D_i$ and $U_i$, and on the lower and upper limits for $s$, given in (10). Three cases are considered.

Case 1. If $|x_i - x_{i_u}| \leq 10^{-6}$, then we define $t_{i}^{(0)}(0) = D_i = 0$, choose $U_i > 0$ and set

$$t_{i}^{(j)} = 0.3^{2r-j} U_i, \quad j = 1, \ldots, 2r.$$  

Case 2. If $|x_i - x_{i_u}| \leq 10^{-6}$, then we define $t_{i}^{(2r)}(0) = U_i = 0$, choose $D_i < 0$ and set

$$t_{i}^{(j)} = 0.3^{j} D_i, \quad j = 0, \ldots, 2r - 1.$$
Case 3. Otherwise, we choose \( D_i < 0 \) and \( U_i > 0 \), and set
\[
t_i^{(j)} = \begin{cases} 
0.3^j D_i, & j = 0, \ldots, r - 1, \\
0, & j = r, \\
0.3^{2r-j} U_i, & j = r + 1, \ldots, 2r.
\end{cases}
\]

Instead of adopting the elegant but complicated choice of \( D_i \) and \( U_i \) given in [30], we simply define
\[
D_i = \max\{s_{li}, \min\{-0.5 \delta, 2v_i\}\} \quad \text{and} \quad U_i = \min\{s_{ui}, \max\{0.5 \delta, 2v_i\}\},
\]
where \( v_i = -(\partial f(x)/\partial x_i)/b_i \) is the unconstrained minimum of the quadratic function
\[
q(s_i) = \frac{1}{2} b_i s_i^2 + \frac{\partial f(x)}{\partial x_i} s_i.
\]

Since \( \Gamma(s) \) is a convex function, we can convert (9) into a linear programming with \( n(2r + 1) \) variables. This is done by means of a change of variables defined by
\[
s_i = \sum_{j=0}^{2r} \omega_{ij}, \quad i = 1, \ldots, n,
\]
where the new variable \( \omega_{ij} \) is associate to the \( j \)-th line segment of \( \Gamma_i(s_i) \). The upper and lower bounds for these new variables are given by
\[
\begin{align*}
0 \leq \omega_{i0} & \leq \beta_i^{(0)}, \\
0 \leq \omega_j & \leq \beta_i^{(j)} - \beta_i^{(j-1)}, \\
0 \leq \omega_{2r} & \leq s_{ui} - \beta_i^{(2r)},
\end{align*}
\]
where \( \beta_i^{(j)} = \frac{1}{\eta}(t_i^{(j)} + t_i^{(j+1)}) \) is the breakpoint between the \( j \)-th and the \( (j + 1) \)-th adjacent segments of \( \Gamma_i(s_i) \).

Preliminary numerical experiments suggest that it is sufficient to use three interpolation points (i.e. \( r = 1 \)), since no significant improvement on the number of iterations is obtained for five points \((r = 2)\), and the linear programming problems becomes prohibitive large for \( r > 2 \).

4.2. Choice of the diagonal matrix

In principle, a good choice for matrix \( B_k \) would be the diagonal of the Hessian of the objective function (or of the Lagrangian) of problem (6), evaluated at \( x^{(k)} \). However, for topology optimization problems, even this matrix is too expensive to obtain. Moreover, in the presence of large displacements, there is no guarantee that the Hessian is positive definite.

If we put aside the idea of using the true Hessian, the first alternative that comes to mind is the adoption of a limited-memory quasi-Newton approximation for \( B_k \), as the one proposed by Goulart and Herskovits [31].

Another interesting option is to approximate the Hessian by a diagonal matrix defined upon intermediate variables. In this case, given a set of \( n \) intermediate variables \( y_i = y_i(x) \), the function \( f(x) \) is approximated by
\[
\hat{f}(y) = f(y^{(k)}) + \sum_{i=1}^{n} \frac{\partial f(y^{(k)})}{\partial y_i}(y_i - y_i^{(k)}),
\]
where \( y_i = 1/x_i \) or \( y_i = x_i^{-\alpha_i} \), depending on if we use the reciprocal intermediate variables introduced by Etman, Groenwold and Rooda [10], or the exponential variables of Groenwold and Etman [11]. In this kind of approximation, \( \hat{f}(y) \) is a linear function on \( y \), but a nonlinear function of the original variables \( x \), so its Hessian may be used to define \( B_k \).
In our preliminary tests, the use of exponential intermediate variables outperformed both the reciprocal variables scheme and the quasi-Newton approximation. Therefore, we decided to use this approach, although we recognize that further experiments should be conducted in order to establish the best alternative for computing \( B_k \).

For the exponential variables, the approximate function (14) is given by

\[
\hat{f}_E(x) = f(x^{(k)}) + \sum_{i=1}^{n} \left[ \frac{x_i}{a_i^{(k)}} - 1 \right] \frac{\partial f(x^{(k)})}{\partial x_i} a_i^{(k)},
\]

where, according to Fadel, Riley and Barthelemy [32], the exponents \( a_i^{(k)} \) should be obtained imposing the condition

\[
\frac{\partial \hat{f}_E(x^{(k-1)})}{\partial x_i} = \frac{\partial f(x^{(k-1)})}{\partial x_i},
\]

which gives

\[
a_i^{(k)} = 1 + \ln \left( \frac{\partial f(x^{(k-1)})}{\partial x_i} \right) / \ln \left( \frac{x_i^{(k-1)}}{x_i^{(k)}} \right).
\]

Naturally, some precautions should be taken when the terms inside a logarithm is negative or zero. In such cases, we adopt \( a_i^{(k)} = -1 \), which reverts to the reciprocal approximation scheme.

### 4.3. Filtering

A naïve implementation of a topology optimization algorithm that uses the SIMP method in combination with 4-node rectangular finite elements and bilinear interpolating functions may result in a structure containing a checkerboard-like pattern (Díaz and Sigmund [33]).

To circumvent this problem, it is a common practice to adopt a filter that replaces the density of each element \( e_i \) by a value that depends on the densities of the elements that belong to a ball \( B(i, r) \) with radius \( r_{\text{max}} \), centered in \( e_i \).

Two filters are available in the SPLP algorithm: the density filter of Bruns and Tortorelli [34], and the Heaviside filter proposed by Guest, Prevost and Belytschko [35], and adapted by Sigmund [36].

When the density filter is used, \( \rho_i \) is replaced by a weighted mean of the densities of the elements belonging to a neighborhood \( B_i \). This weighted density is given by

\[
\phi_i \equiv \phi_i(\rho) = \sum_{j \in B_i} \frac{\xi_j(s_{ij})}{\sum_{j \in B_i} \xi_j(s_{ij})} \rho_j,
\]

where

\[
\xi_j(s_{ij}) = \begin{cases} 
\exp(-s_{ij}^2/2(r/3)^2), & \text{if } s_{ij} \leq r, \\
0, & \text{if } s_{ij} > r,
\end{cases}
\]

and \( s_{ij} \) is the Euclidean distance between the centroids of elements \( i \) and \( j \).

Although the filtered densities must be used not only in the objective function, but also in the constraints, this filter preserves the linearity of the volume constraint.

The idea behind the Heaviside filter is to round up each weighted density \( \phi_i \) to 1 if \( \phi_i > \rho_{\text{min}} \), so \( \phi_i \) can assume just two discrete values, \( \rho_{\text{min}} \) or 1. However, with this modification, the optimization problem becomes non-differentiable. This difficulty is circumvented approximating \( \phi_i \) by

\[
\eta_i(\rho) = 1 - \exp(-\beta \phi_i) + \phi_i \exp(-\beta),
\]

where \( \beta \geq 0 \) is a penalty parameter that controls the curvature of this function.

It should be noted that not only \( \eta_i(\rho) \) is differentiable, but it also reduces to the density filter when \( \beta = 0 \). To avoid numerical instabilities, Sigmund [36] suggests the gradual increase of \( \beta \) from 1 to 500. However, in our experiments, best results were obtained adopting the fixed value \( \beta = 1.5 \). The only side effect of this approach is that the volume constraint becomes nonlinear.
4.4. Stopping criteria

One important feature of our algorithm is the fact that the stopping criteria is not based only on the step size, or on the variation of the objective function value. Instead, we adopt a mathematically sound criterion, aiming to ensure that the solution obtained is close to a stationary point for problem (6).

Let $P_X(y)$ be the orthogonal projection of $y$ onto the set $X = \{x \in \mathbb{R}^n | x_i \leq x \leq x_u \}$, $\nabla \ell(x^{(k)}, \lambda^{(k)})$ be the gradient of the Lagrangian and $\lambda$ denote the vector of the Lagrange multipliers associated to the equality constraints of (6) (given as a by product of the tangent step). We say that Algorithm 1 has found a good approximation for a stationary point when

$$\|g_P(x^{(k)})\|_\infty < 10^{-3},$$

where $g_P(x^{(k)}) = P_X(x^{(k)} - \nabla \ell(x^{(k)}, \lambda^{(k)}) - x^{(k)})$ is the projected gradient at $x^{(k)}$. In addition to this criterion, we also limit to 50 the number of iterations of the algorithm for the intermediate values of the penalty parameter of the SIMP method. For the last value of $\rho$, the limit on the number of iterations is increased to 10000, so only the projected gradient is used in practice.

4.5. Solution of the nonlinear systems

Each time the objective function of problem (5) is evaluated, it is necessary to solve the nonlinear system $R(u(\rho), \rho) = 0$. In our algorithm, this is done applying Newton’s method until $\|R(u_k, \rho)\| \leq 10^{-6}$.

The only drawback of this approach is that there is no guarantee that the tangent stiffness matrix $K_T(\rho)$ that appears in the linear system $K_T(u_k, \rho) \Delta u_k = -R(u_k, \rho)$ is positive definite, so Newton’s method may fail to converge to a solution. A strategy for circumventing this problem was proposed by Buhl, Pedersen and Sigmund [13], and consists in the removal of nodes surrounded by void (or minimum density) elements from the convergence criterion.

Another strategy is the arc-length method, proposed by Wempner [37] and improved by Riks [38], Batoz and Dhatt [39] and Crisfield [40, 26]. To understand how this method works, it is important to remember that, if the nodal displacements of a structure are large, the load-deflection curve is not only nonlinear, but also may contain limit points, i.e. points where the curve attain a local maximum, a local minimum or where the tangent is vertical. When Newton’s method reaches a limit point, $K_T(\rho)$ becomes singular, and the method diverges. In the arc-length method, the load is gradually increased by means of the introduction of a “load level” variable, that belongs to the $(0, 1]$ interval. An additional constraint is used to fix the length of the load step.

In our numerical experiments, both the elimination of elements surrounded by void and the arc-length method fail to ensure the convergence of Newton’s method for large values of the external load.

Fortunately, we also noted that the numerical instabilities of Newton’s method were related to the density threshold $\rho_{\min}$. When this value was small, $K_T(\rho)$ became near singular, and the method failed to converge. Therefore we decided to perform a simple change of variables. We rescaled the densities so their original lower limit, $\rho_{\min} = 0.001$, was converted into the more palatable value $\bar{\rho}_{\min} = 0.1$. The scaled density vector $\tau$ was defined by

$$\tau_i = \left( \frac{1 - \bar{\rho}_{\min}}{1 - \rho_{\min}} \right) \rho_i + \left( \bar{\rho}_{\min} - \rho_{\min} \right) \left( \frac{1}{1 - \rho_{\min}} \right), \quad i = 1, \ldots, n_{el}.$$

Naturally, the volume constraint was altered accordingly, so $V^*$ was changed to

$$\tilde{V} = \left( \frac{1 - \bar{\rho}_{\min}}{1 - \rho_{\min}} \right) V^* + \left( \bar{\rho}_{\min} - \rho_{\min} \right) \sum_{i=1}^{n_{el}} v_i.$$
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5. NUMERICAL TESTS

Our analysis of the practical performance of the SPLP algorithm was based on the solution of five well known topology problems, to make sure that the structures obtained are compatible with the results presented in the literature. All of the problems were discretized into 4-node rectangular finite elements, using bilinear interpolating functions to approximate the displacements.

Since the SLP method of Gomes and Sennet outperformed the CCSA algorithm of Svanberg [2] for the linear compliance minimization problems (see [6]), we decided to compare the new algorithm with the SLP method, as well as to a SQP algorithm with a diagonal approximation to the Hessian matrix. The main difference between the three methods tested is that the objective function of problem (9) is replaced by $\nabla f(x^{(k)})^T s$ for the SLP algorithm, and by $\nabla f(x^{(k)})^T s + \frac{1}{2}s^T B_k s$ for the SQP algorithm, where $B_k$ is described in Subsection 4.2. In practical terms, this means that the SQP algorithm requires the solution of quadratic programming problems, while the other two methods involve the solution of linear programming problems. On the other hand, the SPLP method deals with larger problems, since it replaces vector $s \in \mathbb{R}^n$ by $\omega \in \mathbb{R}^{3n}$, as described in (13).

All of the algorithms were coded in C++. The subproblems (9) and (12) were solved using the CPLEX (ver. 12.1) software library, no matter the objective function adopted. The solution of the linear systems that appear at each iteration of Newton’s method was obtained using the Cholesky factorization routine of the CHOLMOD library (ver. 1.7), developed by Davis and his colleagues[41]. The tests were performed on a personal computer with an Intel Core i7-3612QM processor, under the Ubuntu Linux operating system.

For all of the problems, the initial density vector was chosen so that the elements had the same density, and the volume of the structure was equal to $V^*$. The penalty parameter of the SIMP method, $p$, was gradually increased from 1 to 3, in steps of 0.1. Each time this parameter was changed, the objective function and the constraints were rescaled by

$$\tilde{f}(\tau) = \frac{f(\tau)}{\|\nabla f(\tau_0)\|_{\infty}} \quad \text{and} \quad \tilde{c}(\tau) = \frac{c(\tau)}{\|\nabla c(\tau_0)\|_{\infty}},$$

where $\tau_0$ is the starting scaled density vector for that value of $p$. Other initial parameters used in the algorithm were $\delta_0 = 0.1$, and $\delta_{\min} = 10^{-6}$.

5.1. Problem 1

The design domain of this problem, presented by Buhl, Pedersen and Sigmund [13], is shown in Figure 1. The structure has a thickness of 0.1 m. A load of 300 kN is applied downwards at the center of the right side of the domain. The Young’s modulus and the Poisson’s ratio of the material are set to $3 \times 10^9$ N/m$^2$ and 0.4, respectively. The domain is discretized into 2500 square elements. The optimal structure must contain no more than 50% of the domain’s volume. The radius $r_{\max}$ adopted for both the density and the Heaviside filters are set to the length of 3.5 elements.

![Figure 1. Design domain for the first problem.](image)

The results obtained for Problem 1 are shown on Table I. The table presents the final objective function value, the number of iterations and the time spent by each algorithm for both the density and the Heaviside filters.

The structures found by the SPLP algorithm are presented in Figure 2. To show how the nonlinear analysis affects the topology of the structure, this figure also includes the results obtained using the small displacement model. The structures found are compatible with those presented in [13].

Table I. Results for the first problem.

<table>
<thead>
<tr>
<th>Method</th>
<th>Density filter</th>
<th>Heaviside filter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Objective</td>
<td>Iter.</td>
</tr>
<tr>
<td>SPLP</td>
<td>$1.0863 \times 10^5$</td>
<td>1102</td>
</tr>
<tr>
<td>SLP</td>
<td>$1.0801 \times 10^5$</td>
<td>1640</td>
</tr>
<tr>
<td>SQP</td>
<td>$1.0863 \times 10^5$</td>
<td>1001</td>
</tr>
</tbody>
</table>

![Structures obtained for the first problem.](image1)

5.2. Problem 2

This problem was proposed by Gea and Luo in [15]. The design domain is shown in Figure 3. The structure’s thickness is set to 0.1 cm. A load of 200 N is applied upwards at the center of the top side of the domain. The Young’s modulus and the Poisson’s ratio of the material are, respectively, $10^5$ N/cm$^2$ and 0.3. The domain is discretized into 3600 square elements. The volume of the optimal structure is limited to 25% of the domain’s volume. A radius of 2.5 elements is used for the filters.

![Design domain for the second problem.](image2)

Table II contains the results obtained for this problem. The structures found by the SPLP algorithm are shown on Figure 4. It is worth noting that, for this problem, there is a huge difference between the structures obtained considering the linear and the nonlinear model. Moreover, the topology is also significantly affected by the filter used.

Table II. Results for the second problem.

<table>
<thead>
<tr>
<th>Method</th>
<th>Density filter</th>
<th>Heaviside filter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Objective</td>
<td>Iter.</td>
</tr>
<tr>
<td>SPLP</td>
<td>325, 14</td>
<td>741</td>
</tr>
<tr>
<td>SLP</td>
<td>325, 50</td>
<td>961</td>
</tr>
<tr>
<td>SQP</td>
<td>325, 33</td>
<td>810</td>
</tr>
</tbody>
</table>
5.3. Problem 3

Figure 5 shows the design domain for this problem, that was suggested by Gea and Luo [15]. The thickness of the domain is set to 0.1 cm. The magnitudes of the external loads are $F_1 = F_3 = 15 N$ and $F_2 = 30 N$. The material has a Young’s modulus of 10000 $N/cm^2$ and a Poisson’s ratio of 0.3. The domain is discretized into 2500 square elements. The maximum admissible volume is set to 25% of the domain’s volume. A radius of 2 elements is used for the filters.

![Design domain for the third problem.](image)

Table III shows the performance of the three algorithms for this problem. The optimal topologies are given in Figure 6.

<table>
<thead>
<tr>
<th>Method</th>
<th>Density filter</th>
<th>Heaviside filter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Objective</td>
<td>Iter.</td>
</tr>
<tr>
<td>SPLP</td>
<td>88.644</td>
<td>900</td>
</tr>
<tr>
<td>SLP</td>
<td>88.695</td>
<td>3625</td>
</tr>
<tr>
<td>SQP</td>
<td>88.644</td>
<td>887</td>
</tr>
</tbody>
</table>

5.4. Problem 4

The fourth problem, proposed by Jung and Gea [42], is shown in Figure 7. The thickness of the structure is set to 0.1 cm and the magnitude of the external load is set to 30 N. The material has a Young’s modulus of 3000 $N/cm^2$ and a Poisson’s ratio of 0.3. The domain is discretized into 3200 square elements. The final structure must contain only 20% of the domain’s volume. The radius adopted for the filters corresponds to the length of 2 elements.

The results obtained for this example are presented in Table IV. The optimal topologies are shown in Figure 8. One should notice the difference between the structures obtained for the small and the large displacement models. The structures obtained using the density filter are compatible to those presented in [42].
5.5. **Problem 5**

Our fifth problem is the well-known MBB beam, whose design domain is shown in Figure 9. The beam has a thickness of 0.1 m and the external load has a magnitude of 400 kN. The Young’s modulus of the material is set to $3 \times 10^9 \text{N/m}^2$ and the Poisson’s ratio to 0.4. The domain is discretized into 2400 square elements. The optimal structure must contain no more than 50% of the domain’s volume. The radius of the filters has the same length as of 3.5 elements.

The results obtained by the algorithms are given in Table V, and the optimal topologies are shown in Figure 10. As this figure reveals, the structures obtained when the nonlinear model is used have a large number of (curved) bars.
Table V. Results for the fifth problem.

<table>
<thead>
<tr>
<th>Method</th>
<th>Density filter</th>
<th>Heaviside filter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Objective</td>
<td>Iter.</td>
</tr>
<tr>
<td>SPLP</td>
<td>6.9992 × 10^4</td>
<td>805</td>
</tr>
<tr>
<td>SLP</td>
<td>6.9903 × 10^4</td>
<td>1047</td>
</tr>
<tr>
<td>SQP</td>
<td>7.0018 × 10^4</td>
<td>809</td>
</tr>
</tbody>
</table>

5.6. Analysis

To allow an overall analysis of the performance of the algorithms, their runtimes (presented in Tables I to V) were also gathered using the performance profiles introduced by Dolan and Moré [43].

For each problem \( p \) and each algorithm \( s \), let \( t_{p, s} \) be the time spent by \( s \) to solve \( p \). In this case, the performance ratio of one method with respect to the best algorithm is given by

\[
r_{p, s} = \frac{t_{p, s}}{\min \{t_{p, s}, \forall s \in S\}},
\]

so the overall performance of algorithm \( s \) is defined by the function

\[
\rho_s(\tau) = \frac{\# \{ p \in P | r_{p, s} \leq \tau \}}{n_p},
\]

where \( \# \{ C \} \) is the cardinality of the set \( C \). Function \( \rho_s(\tau) \) gives the fraction of the problems that are solved by algorithm \( s \) with a performance ratio not greater than \( \tau \). Therefore, \( \rho_s(1) \) gives the fraction of the problems for which algorithm \( s \) is the best algorithm.

Figure 11 shows the performance profiles of the three algorithms for the 10 problems presented above. The profiles for the small displacement model were also included in the figure, to highlight the effect of the introduction of the nonlinear model.

As we see in Figure 11, when the linear model is considered, the SLP algorithm is the fastest method for all of the problems. For these problems, the mean difference between SPLP and SLP reaches 30%, while SQP is about 160% slower than the SLP algorithm. On the other
hand, for geometrically nonlinear structures, the SPLP algorithm is by large the fastest algorithm, outperforming SLP by more than 50% and the SQP method by about 40%, on the average. A good explanation for these results can be found in Figure 12, that shows the profiles obtained considering the number of iterations, instead of the time spent by the algorithms. As we see in this figure, the SPLP and the SQP methods take almost the same number of iterations to reach the solution, while the SLP algorithm requires, on average, 20% more iterations for the linear model, and nearly twice the number of iterations when considering the geometrically nonlinear problems. In other words, when the iterations are cheap, as it occurs under the small displacements hypothesis, we can afford to spent more iterations to solve a problem. However, as the time spent on each iteration increases, saving iterations become crucial.

Another interesting conclusion that can be drawn from Figures 11 and 12, is that the piecewise linear function $\Gamma(s)$ is a very efficient approximation for the quadratic separable function $\gamma(s)$. The SPLP method retained the good convergence properties of the SQP algorithm, but with a faster iteration, due to its linear, instead of quadratic, subproblems. Naturally, the number of external iterations could be further reduced using the SQP method with a better approximation for the Hessian of the Lagrangian. Yet this would create two overheads: the computation of matrix $B_k$ would become more costly, and it would be necessary to solve one tougher quadratic problem per iteration. In this case, it is doubtful that the overall time spent by the SQP algorithm would decrease.

Figure 11. Performance profiles for the 10 problems.

Figure 12. Profiles based on the number of iterations.
In this paper, we have presented a new algorithm for the topology optimization of geometrically nonlinear structures. This challenging class of problems requires the solution of one nonlinear system per objective function evaluation, with the aggravation that the Jacobian matrix of this system may become singular when the structure is subject to large displacements, preventing Newton’s method from converging.

For dealing with iterations that are more time consuming than those encountered when solving the linear compliance minimization problems, we propose the approximation of the problem by a SPLP model, so some information about the curvature is considered but the subproblems solved at each iteration remain linear. The new algorithm has the same global convergence properties of the SLP algorithm of Gomes and Senne [6].

The cost of computing the second derivatives is mitigated using a diagonal approximation for the Hessian of the objective function, that is computed according to a strategy proposed by Groenwold and Etman [11]. The numerical instabilities of Newton’s method are addressed rescaling the density variables, that are shifted to the interval [0,1], allowing the solution of problems with large external loads.

The performance of the SPLP algorithm was compared to a SLP and a SQP method. The numerical tests suggest that the new algorithm is promising. In fact, it seems to combine relatively cheap steps, as done by the SLP method, with a moderate number of iterations, as in the SQP method.

As a future work, we plan to improve the efficiency of the algorithm accelerating the solution of the systems of equations by means of the approximate method proposed by Amir, Bendsøe and Sigmund [44].
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