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#### Abstract

Jordan Algebras are an important tool for dealing with semidefinite programming and optimization over symmetric cones in general. In this paper, a judicious use of Jordan Algebras in the context of sequential optimality conditions is done in order to generalize the global convergence theory of an Augmented Lagrangian method for nonlinear semidefinite programming. An approximate complementarity measure in this context is typically defined in terms of the eigenvalues of the constraint matrix and the eigenvalues of an approximate Lagrange multiplier. By exploiting the Jordan Algebra structure of the problem, we show that a simpler complementarity measure, defined in terms of the Jordan product, is stronger than the one defined in terms of eigenvalues. Thus, besides avoiding a tricky analysis of eigenvalues, a stronger necessary optimality condition is presented. We then prove the global convergence of an Augmented Lagrangian algorithm to this improved necessary optimality condition. The results are also extended to an interior point method. The optimality conditions we present are sequential ones, and no constraint qualification is employed; in particular, a global convergence result is available even when Lagrange multipliers are unbounded.
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## 1 Introduction

Optimization problems on a symmetric cone have attracted a lot of attention in recent years. The reason for this is the fact that the non-negative orthant of $\mathbb{R}^{m}$, the second-order cone (Lorentz cone), and the positive semidefinite cone of symmetric matrices are examples of symmetric cones. The approach via symmetric cones allows unifying many results for all these relevant problems (see, e.g., [1]), but when particularizing for each specific cone, one may exploit the specific structure of the cone to obtain new results. In this paper we are particularly interested in the nonlinear semidefinite programming (NSDP) problem due to its large number of applications such as material optimization [2, 3], control theory [4,5] and others [6-8].

Our goal in this paper is to consider the algebraic structure of NSDPs, via the Jordan product, to improve the global convergence result of an Augmented Lagrangian method for NSDPs. Typically, the global convergence is done proving that a feasible limit point of a sequence generated by the Augmented Lagrangian satisfies the KKT conditions under Robinson's constraint qualification (RCQ) (or Mangasarian-Fromovitz constraint qualification, in the context of nonlinear programming). However, in [9], it was shown that such feasible limit points satisfy the so-called Approximate-KKT (AKKT) necessary optimality condition, which is a strictly stronger result. In particular, the dual sequence generated by the algorithm may be unbounded, which is ruled out when RCQ is assumed.

In the context of nonlinear programming, several constraint qualifications weaker than RCQ were defined such that a point satisfying AKKT is in addition a KKT point. These have been called strict constraint qualifications, which gives new global convergence results to KKT points under weaker constraint qualifications. This has been a fruitful area of research in the past 10 years, where several constraint qualifications have been defined for this purpose. See, for instance, [10, 11].

One may say that weaker constraint qualifications, such as Abadie's [12] or Guignard's [13] conditions, also imply the validity of the KKT conditions at solutions, even though they are not strict. This is true; however, the importance of sequential optimality conditions such as AKKT is not simply theoretical, as they are linked to the fact that the sequences in its definition can be typically generated by several primal-dual algorithms. In the context of nonlinear optimization, for instance, linear constraints satisfy a strict constraint qualification, hence there is no need for a separate analysis of degenerate linear constraints. Even when the KKT conditions do not hold, one may say that sequential optimality conditions give an important notion of stationarity; this is true in particular for a class of problems where derivatives are absent at the solution [14] and approximate KKT conditions are the only notion of stationarity available. Extensions of these ideas to several classes of problems have been conducted (such as Nash equilibria [15], variational inequalities [16], quasiequilibrium problems [17], complementarity constraints [18], Banach spaces [19], among others), together with extensions to second-order KKT conditions [20, 21].

In [9], an Augmented Lagrangian method inspired by [22] was analyzed in the context of NSDPs; however, we expect that several other algorithms
generate sequences that satisfy sequential optimality conditions such as AKKT. For instance, for nonlinear optimization, Interior Point methods [23], Inexact Restoration methods [24], Sequential Quadratic Programming methods [25], and others. See [23]. For NSDPs, a Sequential Quadratic Programming method in [26] was also shown to satisfy the AKKT optimality condition.

In this paper, we present an improvement of the global convergence of the Augmented Lagrangian method for NSDP from [9]. We prove that by using the structure of the Jordan product, inherent to the semidefinite cone, one may measure complementarity in a simpler and stronger way. This follows a previous work done in [27] where, similarly, the structure of the Jordan product was exploited in an Augmented Lagrangian algorithm for nonlinear second-order cone programming. We also show that the Interior Point method from [28] satisfies this stronger optimality condition.

This paper is organized as follows. In Sect. 2 we present some basic ideas about symmetric cones that can be seen in details in [29], and we prove that the new optimality condition is stronger than AKKT in the context of NSDP. A discussion for general symmetric cones is also presented. In Sect. 3 we show the improved global convergence result of an Augmented Lagrangian method and an Interior Point method for NSDPs. We conclude with our final remarks.

## 2 Complementarity measures on symmetric cones

Let us consider the nonlinear optimization problem over a symmetric cone below

| $\underset{x \in \mathbb{R}^{n}}{\operatorname{Minimize}}$ | $f(x)$, |
| :--- | ---: |
| subject to | $g(x) \in \mathscr{K}$, |$\quad($ NSCP $), ~ \$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $g: \mathbb{R}^{n} \rightarrow \mathscr{E}$ are continuously differentiable functions, $\mathscr{E}$ is a finite dimensional real inner product space and $\mathscr{K} \subseteq \mathscr{E}$ is a symmetric cone, that is, a self-dual, homogeneous cone with non-empty interior. It is well known that $\mathscr{K}$ induces an Euclidean Jordan Algebra $(\mathscr{E}, \circ)$ such that $\mathscr{K}=\{u \circ u: u \in \mathscr{E}\}$, where $\circ: \mathscr{E} \times \mathscr{E} \rightarrow \mathscr{E}$ is a bilinear operator such that:

1. $u \circ v=v \circ u$,
2. $u \circ\left(u^{2} \circ v\right)=u^{2} \circ(u \circ v)$,
3. $\langle u \circ v, w\rangle=\langle u, v \circ w\rangle$ for all $u, v, w \in \mathscr{E}$,
where $u^{2}=u \circ u$ and $\langle\cdot, \cdot\rangle$ is the inner product of $\mathscr{E}$.
It is well known that the most relevant symmetric cones are the Cartesian product of semidefinite cones $\mathbb{S}_{+}^{m} \subset \mathbb{S}^{m}$, or second-order cones $K_{m}:=\left\{z=\left(z_{0}, \bar{z}\right) \in \mathbb{R} \times \mathbb{R}^{m-1}: z_{0} \geq\|\bar{z}\|\right\} \subset \mathbb{R}^{m}$. Here, $\mathbb{S}^{m}$ denotes the set of $m \times m$ real symmetric matrices and $\mathbb{S}_{+}^{m}$ denotes the semidefinite ones, while $\|\cdot\|$ is the Euclidean norm. When $m=1$, both cones reduce to the set of non-negative real numbers $\mathbb{R}_{+}$. In the case of the semidefinite cone $\mathbb{S}_{+}^{m}$, the Jordan product is given by $X \circ Y=(X Y+Y X) / 2, X, Y \in \mathbb{S}^{m}$ whereas in the case of the second-order cone $K_{m}$, the Jordan product is given by $z o w=\left(\langle z, w\rangle, z_{0} \bar{w}+w_{0} \bar{z}\right), z, w \in \mathbb{R}^{m}$.

When $m=1$, both products reduce to the usual multiplication of real numbers. Note that the Jordan product over a Cartesian product of Jordan algebras can be defined componentwise. Similarly for the inner product. In particular, a Jordan product associated with the symmetric cone $\mathbb{R}_{+}^{m}$ is the Hadamard product. We refer the reader to [29] and [30] for more details on Euclidean Jordan Algebras and symmetric cones. In particular, an important tool is the spectral decomposition theorem below. To state it, let $r$ be the rank of $(\mathscr{E}, \circ)$ and $e$ its unity. A Jordan frame is a set of idempotents $\left\{c_{1}, \ldots, c_{r}\right\} \subset \mathscr{E}$, that is, $c_{i}^{2}=c_{i}$ for all $i$, such that $c_{i} \circ c_{j}=0$ for all $i \neq j$ and $\sum_{i=1}^{r} c_{i}=e$.

Theorem 1 (Theorem III.1.2 in [29]) For every $u \in \mathscr{E}$, there exists a Jordan frame $\left\{c_{1}(u), \ldots, c_{r}(u)\right\}$ and so-called eigenvalues $\lambda_{1}(u), \ldots, \lambda_{r}(u) \in \mathbb{R}$ such that $u=\sum_{i=1}^{r} \lambda_{i}(u) c_{i}(u)$. The decomposition is unique in the sense that if $u=\sum_{i=1}^{r} \eta_{i} c_{i}$ with a Jordan frame $\left\{c_{1}, \ldots, c_{r}\right\}$, and $\left\{\eta_{i}\right\},\left\{\lambda_{i}(u)\right\}$ are chosen in increasing order, then $\eta_{i}=\lambda_{i}(u)$ for all $i$ and $\sum_{\left\{j: \eta_{j}=\xi\right\}} c_{j}=\sum_{\left\{j: \eta_{j}=\xi\right\}} c_{j}(u)$, for all $\xi \in \mathbb{R}$. Also, fixing the ordering, the eigenvalues are continuous functions of $u$.

In [27], the following necessary optimality conditions for (NSCP) was proved. Let us denote the Lagrangian function of (NSCP) by $\mathscr{L}(x, \mu)$, where $(x, \mu) \in \mathbb{R}^{n} \times \mathscr{K} \rightarrow \mathscr{L}(x, \mu):=f(x)-\langle g(x), \mu\rangle$.

Theorem 2 ([27]) Let $x^{*} \in \mathbb{R}^{n}$ be a local minimizer of (NSCP). Then, there exists a primal sequence $\left\{x^{k}\right\} \subset \mathbb{R}^{n}, x^{k} \rightarrow x^{*}$, and a dual sequence $\left\{\mu^{k}\right\} \subset \mathscr{K}$ such that

$$
\begin{gather*}
\nabla_{x} \mathscr{L}\left(x^{k}, \mu^{k}\right) \rightarrow 0,  \tag{1}\\
\lambda_{i}\left(g\left(x^{*}\right)\right)>0 \Rightarrow \lambda_{i}\left(\mu_{i}^{k}\right) \rightarrow 0, \text { for all } i=1, \ldots, r,  \tag{2}\\
c_{i}\left(\mu^{k}\right) \rightarrow c_{i}\left(g\left(x^{*}\right)\right), \text { for all } i=1, \ldots, r,  \tag{3}\\
g\left(x^{k}\right) \circ \mu^{k} \rightarrow 0, \tag{4}
\end{gather*}
$$

where $\mu_{i}^{k}=\sum_{i=1}^{r} \lambda_{i}\left(\mu_{i}^{k}\right) c_{i}\left(\mu^{k}\right)$ and $g\left(x^{*}\right)=\sum_{i=1}^{r} \lambda_{i}\left(g\left(x^{*}\right)\right) c_{i}\left(g\left(x^{*}\right)\right)$ are spectral decompositions.

When the cone $\mathscr{K}$ in (NSCP) is the product of second-order cones (what we refer as nonlinear second-order cone programming (NSOCP)), an Augmented Lagrangian method was proposed in [27] such that its feasible limit points satisfy the optimality condition given in Theorem 2. In particular, when a feasible point $x^{*}$ admits the existence of a sequence $\left\{\left(x^{k}, \mu^{k}\right)\right\} \subset \mathbb{R}^{n} \times \mathscr{K}$ with $x^{k} \rightarrow x^{*}$ such that (1), (2), and (3) hold, we say that $x^{*}$ satisfies the Approximate-KKT (AKKT) necessary optimality condition, whereas when the sequence is such that only (1) and (4) hold, $x^{*}$ is said to satisfy the Complementarity-AKKT (CAKKT) necessary optimality condition.

These are extensions of necessary optimality conditions well known in nonlinear programming. Condition AKKT was introduced in [10] while CAKKT was introduced in [31]. We note that these are genuine necessary optimality conditions without the need of assuming a constraint qualification. In fact, they are strictly stronger than Fritz-John's necessary optimality condition.

In the context of nonlinear programming, the fact that CAKKT implies AKKT follows trivially from the spectral decomposition of $x \in \mathbb{R}^{m}$ as $x=\sum_{i=1}^{m} x_{i} e_{i}$, where $x_{i} \in \mathbb{R}$ is the $i$-th component of $x$ and $e_{i}$ is the $i$-th vector of the canonical basis, and from the fact that the Jordan product resumes to the Hadamard product.

In the context of NSOCPs it was proved in [27] that CAKKT also implies AKKT. In this case, a spectral decomposition of $z \in \mathbb{R}^{m}$ is given by $z=\lambda_{-}(z) c_{-}(z)+\lambda_{+}(z) c_{+}(z)$, where $\lambda_{ \pm}(z):=z_{0} \pm\|\bar{z}\|$ and $c_{ \pm}(z):=1 / 2\left(1, \pm \frac{\bar{z}}{\|\bar{z}\|}\right)$, when $\bar{z} \neq 0$, and when $\bar{z}=0$, the term $\frac{\bar{z}}{\|\bar{z}\|}$ can be replaced by any unit norm vector. In particular, it was shown in [27] that the convergence of the Jordan product (4) implies the convergence of the Jordan frames (3) in reverse order, namely, $c_{ \pm}\left(\mu^{k}\right) \rightarrow c_{\mp}\left(g\left(x^{*}\right)\right)$.

Let us now show that CAKKT also implies AKKT in the context of nonlinear semidefinite programming (NSDP). A discussion of CAKKT in this context was considered in [9] but no adequate definition was available. Here, the spectral decomposition coincides with the usual spectral decomposition of symmetric matrices, where the Jordan frame $\left\{c_{i}(X)\right\}$ of $X \in \mathbb{S}^{m}$ is given by $c_{i}(X):=q_{i}(X) q_{i}(X)^{T}$, where $\left\{q_{i}(X)\right\}$ forms a basis of $\mathbb{R}^{m}$ of orthonormal eigenvectors of $X$. We consider a single semidefinite cone for simplicity of notation.

Theorem 3 If $\mathscr{K}=\mathbb{S}_{+}^{m}$ then CAKKT implies AKKT.
Proof Let $x^{*}$ be a CAKKT point, that is, there exist $\left\{x^{k}\right\} \subset \mathbb{R}^{n}$ and $\left\{\mu^{k}\right\} \subset \mathbb{S}_{+}^{m}$ such that $x^{k} \rightarrow x^{*}, \nabla_{x} \mathscr{L}\left(x^{k}, \mu^{k}\right) \rightarrow 0$, and

$$
2 g\left(x^{k}\right) \circ \mu^{k}=g\left(x^{k}\right) \mu^{k}+\mu^{k} g\left(x^{k}\right) \rightarrow 0 .
$$

Consider the following decomposition

$$
\begin{equation*}
\mu^{k}=\sum_{i=1}^{m} \lambda_{i}\left(\mu^{k}\right) c_{i}\left(\mu^{k}\right) \tag{5}
\end{equation*}
$$

where $\lambda_{i}^{k}:=\lambda_{i}\left(\mu^{k}\right)$ and $v_{i}^{k}$ such that $c_{i}\left(\mu^{k}\right)=v_{i}^{k}\left(v_{i}^{k}\right)^{T}$ denote the eigenvalues and the unitary eigenvectors of $\mu^{k}$, respectively, for all $i=1, \ldots, m$. Given $K^{\prime} \subset \mathbb{N}$ an infinite set, let us define

$$
\Lambda_{0}^{K^{\prime}}=\left\{i \mid \lim _{k \in K^{\prime}} \lambda_{i}^{k}=0\right\} .
$$

Let us fix $K$ maximal in the sense that $\left|\Lambda_{0}^{K}\right|$ is maximum. Thus,

$$
\begin{equation*}
j \notin \Lambda_{0}^{K} \Rightarrow \liminf _{k \in K} \lambda_{j}^{k}>0 \tag{6}
\end{equation*}
$$

otherwise we could take a subsequence with indexes in $K$ in order to increase the cardinality of $\Lambda_{0}^{K}$. In this sense, $\Lambda_{0}^{K}$ "captures" all eigenvalues of $\mu^{k}$ that converge to zero. This allows us to define a new sequence of multipliers $\left\{\tilde{\mu}^{k}\right\}_{k \in K}$ as follows: for each $k \in K$, we take the decomposition (5) of $\mu^{k}$ given by

$$
\mu^{k}=S_{k} D_{k} S_{k}^{T} .
$$

Defining $\tilde{\mu}^{k}=S_{k} \tilde{D}_{k} S_{k}^{T}, k \in K$, where

$$
\left(\tilde{D}_{k}\right)_{i j}=\left\{\begin{array}{l}
0, \quad i=j \in \Lambda_{0}^{K} \\
\left(D_{k}\right)_{i j}, \quad \text { otherwise }
\end{array}\right.
$$

is the eigenvalue matrix obtained from $D_{k}$ making equal to zero the diagonal elements that converge to zero. Note that, $\tilde{\mu}^{k} \in \mathbb{S}_{+}^{m}, \lim _{k \in K}\left(\tilde{D}_{k}-D_{k}\right)=0$ and hence,

$$
\begin{equation*}
2 g\left(x^{k}\right) \circ \tilde{\mu}^{k}=2 g\left(x^{k}\right) \circ \mu^{k}+g\left(x^{k}\right) S_{k}\left(\tilde{D}_{k}-D_{k}\right) S_{k}^{T}+S_{k}\left(\tilde{D}_{k}-D_{k}\right) S_{k}^{T} g\left(x^{k}\right) \rightarrow_{k \in K} 0 . \tag{7}
\end{equation*}
$$

Also note that the same $v_{1}^{k}, \ldots, v_{m}^{k}$ are the eigenvectors of $\tilde{\mu}^{k}(k \in K)$, associated with eigenvalues $\lambda_{j}^{k}, j \notin \Lambda_{j}^{K}$, and zero for $j \in \Lambda_{0}^{K}$.

If $\Lambda_{0}^{K} \neq \emptyset$, take $j \notin \Lambda_{0}^{K}$. Let us show that the accumulation points of eigenvector sequences $v_{j}^{k}$ of $\tilde{\mu}^{k}$ associated with $\lambda_{j}^{k}$ are eigenvectors of $g\left(x^{*}\right)$ associated with zero. In this sense, it is possible to decompose $g\left(x^{*}\right)$ so that $\lambda_{j}\left(g\left(x^{*}\right)\right)>0 \Rightarrow \lambda_{j}\left(\tilde{\mu}^{k}\right) \rightarrow_{k \in K} 0$ worth for these indexes $j$, and also for the pairing of these eigenvectors.

For each $k \in K$, consider $\left(\lambda_{j}^{k}, v_{j}^{k}\right)$ of $\tilde{\mu}^{k}$. Equation (7) gives us

$$
\left[g\left(x^{k}\right) \tilde{\mu}^{k}+\tilde{\mu}^{k} g\left(x^{k}\right)\right] v_{j}^{k}=\left(\lambda_{j}^{k} I+\tilde{\mu}^{k}\right)\left(g\left(x^{k}\right) v_{j}^{k}\right) \rightarrow_{k \in K} 0 .
$$

Since $\lambda_{j}^{k} I+\tilde{\mu}^{k}-1 / 2\left(\liminf _{l \in K} \lambda_{j}^{l}\right) I \in \mathbb{S}_{+}^{m}$ and $1 / 2\left(\liminf _{l \in K} \lambda_{j}^{l}\right) I$ is positive definite for all $k \in K$ large enough, we have $\lim _{k \in K} g\left(x^{k}\right) v_{j}^{k}=0$. Thus, $\left(0, v_{j}^{*}\right)$ is a pair of eigenvalue and eigenvector of $g\left(x^{*}\right)$ where $v_{j}^{*}$ is any point of accumulation of the unit sequence $\left\{v_{j}^{k}\right\}_{k \in K}$.

The above argument holds true for all $j \notin \Lambda_{0}^{K}$. Let us consider for simplicity that $\Lambda_{0}^{K}=\{d+1, \ldots, m\}$. Let us take $K_{1} \subset K$ so that $\lim _{k \in K_{1}} v_{1}^{k}=v_{1}^{*} ; K_{2} \subset K_{1}$ so that $\lim _{k \in K_{2}} v_{2}^{k}=v_{2}^{*}$; and so on until $K_{d}$. Note that $v_{i}^{k} v_{j}^{k}=0$ for all $k \in K_{d}, i \neq j$, and then $v_{i}^{*} v_{j}^{*}=0$. Thus, we build an orthonormal set of eigenvectors

$$
V_{+}=\left\{v_{1}^{*}, \ldots, v_{d}^{*}\right\}
$$

obtained as limits of eigenvectors of $\tilde{\mu}^{k}$ associated with eigenvalues with indexes out of $\Lambda_{0}^{K}$ which is also an orthonormal set of eigenvectors of $g\left(x^{*}\right)$ associated to zero. This provides the pairing of the eigenvectors of $\tilde{\mu}^{k}$ e $g\left(x^{*}\right)$ required in AKKT for indices $j \notin \Lambda_{0}^{K}$.

We will now build a complete and paired basis of eigenvectors for $g\left(x^{*}\right)$. The following argument serves the case $\Lambda_{0}^{K}=\emptyset$.
$V_{+}$can be completed to an orthonormal basis of $\mathbb{R}^{m}$ by taking eigenvector limits not only on their first $d$ (those with indexes outside $\Lambda_{0}^{K}$ ), but on

$$
\begin{equation*}
\left\{v_{1}^{k}, \ldots, v_{d}^{k}, v_{d+1}^{k}, \ldots, v_{m}^{k}\right\} \tag{8}
\end{equation*}
$$

in a construction similar to the previous one. This does not affect the previous discussion as it does not depend on the accumulation points we take. Let us say that a subsequence $K_{m} \subset K$ is obtained in this way. Each set $\left\{v_{1}^{*}, \ldots, v_{d}^{*}, v_{d+1}^{*}, \ldots, v_{m}^{*}\right\}$ obtained in this way will be orthonormal. Note that it is trivial that

$$
\lambda_{j}\left(g\left(x^{*}\right)\right)>0 \Rightarrow \lambda_{j}\left(\tilde{\mu}^{k}\right) \rightarrow_{k \in K_{n}} 0
$$

for $j \in \Lambda_{0}^{K}$, since $\lambda_{j}^{k}=0$ for all $k \in K_{m}$ and all $j \in \Lambda_{0}^{K}$
It remains to be shown that the pairing of eigenvectors is possible. We will show that, completing a basis of eigenvectors of $g\left(x^{*}\right)$ from eigenvectors in $V_{+}$, associated with null eigenvalues, we managed to change the eigenvector basis (8) of the $\tilde{\mu}^{k}$,s correspondingly.

If for some $\Lambda_{0}^{K} \ni j \geq d+1$ we have $\liminf _{k \in K_{m}} g\left(x^{k}\right) v_{j}^{k}=0$, then we extract a subsequence if necessary to conclude that $\left(0, v_{j}^{*}\right)$ is an eigenvalue and eigenvector pair of $g\left(x^{*}\right)$. The remaining case is when $\left\|g\left(x^{k}\right) v_{j}^{k}\right\| \geq c>0, \forall k \gg 1, k \in K_{m}$. Suppose without loss of generality that this occurs with eigenvectors $v_{r}^{*}, \ldots, v_{m}^{*}, r \geq d+1$. Let $\tilde{v}_{r}^{*}, \ldots, \tilde{v}_{m}^{*}$ be unitary eigenvectors of $g\left(x^{*}\right)$ associated with positive eigenvalues, taken in a way that

$$
\left\{v_{1}^{*}, \ldots, v_{d}^{*}, \ldots, v_{r-1}^{*}, \tilde{v}_{r}^{*}, \ldots, \tilde{v}_{m}^{*}\right\}
$$

is an orthonormal basis of $\mathbb{R}^{m}$ (which is possible since we can take vectors successively in each orthogonal autospace, and orthonormalize them). In particular, each $\tilde{v}_{j}^{*}, j \geq r$, is combination of $v_{r}^{*}, \ldots, v_{m}^{*}$, that is,

$$
\tilde{v}_{j}^{*}=\sum_{i=r}^{m} \alpha_{i}^{j} v_{i}^{*} .
$$

For each $k \in K_{m}$ we define

$$
\tilde{v}_{j}^{k}:=\sum_{i=r}^{m} \alpha_{i}^{j} v_{i}^{k}
$$

( $\alpha_{i}^{j}$,s are constants here). Note that, for $j \in \Lambda_{0}^{K}$, in particular $j \geq r,\left(0, v_{j}^{k}\right)$ is a pair of eigenvalue and eigenvector $\tilde{\mu}^{k}$ and then

$$
\tilde{\mu}^{k} \tilde{v}_{j}^{k}=\sum_{i=r}^{m} \alpha_{i}^{j}\left(\tilde{\mu}^{k} v_{i}^{k}\right)=0
$$

That is, for $j \geq r$, we have $\left(0, \tilde{v}_{j}^{k}\right)$ a pair of eigenvalue and eigenvector of $\tilde{\mu}^{k}$. Moreover,

$$
\left(v_{l}^{k}\right)^{T} \tilde{v}_{j}^{k}=\sum_{i=r}^{m} \alpha_{i}^{j}\left[\left(v_{l}^{k}\right)^{T} v_{i}^{k}\right]=0
$$

for all $l<r$ and $k \in K_{m}$, and

$$
\left(\tilde{v}_{l}^{k}\right)^{T} \tilde{v}_{j}^{k}=\left(\sum_{i=r}^{m} \alpha_{i}^{l}\left(v_{i}^{k}\right)^{T}\right)\left(\sum_{p=r}^{m} \alpha_{p}^{j} v_{p}^{k}\right)=\sum_{i=r}^{m} \alpha_{i}^{l} \alpha_{i}^{j}=\left(\tilde{v}_{l}^{*}\right)^{T} \tilde{v}_{j}^{*}= \begin{cases}1, & l=j \\ 0, & l \neq j\end{cases}
$$

for all $l \geq r$ and $k \in K_{m}$. We can then replace the basis (8) of eigenvectors of $\tilde{\mu}^{k}$ by its other orthonormal basis of eigenvectors

$$
\left\{v_{1}^{k}, \ldots, v_{d}^{k}, \ldots, v_{r-1}^{k}, \tilde{v}_{r}^{k}, \ldots, \tilde{v}_{m}^{k}\right\}
$$

Pairing eigenvectors with indexes $j=r, \ldots, m$ follows from the convergence

$$
\lim _{k \in K_{m}} \tilde{v}_{j}^{k}=\tilde{v}_{j}^{*} .
$$

It is somewhat surprising that (4) is enough to ensure (2) and (3) in the context of semidefinite programming. Note that (3) is needed in order for (2) to make sense, since (3) provides a correspondence of the eigenvalues of the Lagrange multipliers with the eigenvalues of the constraint function.

Let us show that when (3) holds with an additional continuity property of the Jordan frame, we may provide a simple proof of this implication for general symmetric cones.

Theorem 4 Let $\mathscr{K} \subseteq \mathscr{E}$ be a symmetric cone and $x^{*} \in \mathscr{K}$ satisfying CAKKT with a primal-dual sequence $\left\{\left(x^{k}, \mu^{k}\right)\right\}$. Let us assume that there is a way of ordering the idempotents of $\left\{g\left(x^{k}\right)\right\}$ and $\left\{\mu^{k}\right\}$ such that

$$
\begin{gather*}
c_{i}\left(\mu^{k}\right) \rightarrow c_{i}\left(g\left(x^{*}\right)\right), \text { for all } i=1, \ldots, r,  \tag{9}\\
c_{i}\left(g\left(x^{k}\right)\right) \rightarrow c_{i}\left(g\left(x^{*}\right)\right), \text { for all } i=1, \ldots, r \tag{10}
\end{gather*}
$$

Then AKKT also holds.
Proof We have

$$
g\left(x^{k}\right) \circ \mu^{k}=\sum_{i=1}^{r} \sum_{j=1}^{r} \lambda_{i}\left(g\left(x^{k}\right)\right) \lambda_{j}\left(\mu^{k}\right) c_{i}\left(g\left(x^{k}\right)\right) \circ c_{j}\left(\mu^{k}\right) \rightarrow 0
$$

Given $p=1, \ldots, r$, we take the inner product with $c_{p}\left(\mu^{k}\right)$. Since

$$
\left\langle c_{i}\left(g\left(x^{k}\right)\right) \circ c_{j}\left(\mu^{k}\right), c_{p}\left(\mu^{k}\right)\right\rangle=\left\langle c_{i}\left(g\left(x^{k}\right)\right), c_{j}\left(\mu^{k}\right) \circ c_{p}\left(\mu^{k}\right)\right\rangle
$$

and using the properties of the Jordan frame, we arrive at

$$
\sum_{i=1}^{r} \lambda_{p}\left(\mu^{k}\right) \lambda_{i}\left(g\left(x^{k}\right)\right)\left\langle c_{i}\left(g\left(x^{k}\right)\right), c_{p}\left(\mu^{k}\right)\right\rangle \rightarrow 0 .
$$

That is, $\lambda_{p}\left(\mu^{k}\right)\left\langle g\left(x^{k}\right), c_{p}\left(\mu^{k}\right)\right\rangle \rightarrow 0$. Let us take $p$ such that $\lambda_{p}\left(g\left(x^{*}\right)\right)>0$. Since

$$
\left\langle g\left(x^{k}\right), c_{p}\left(\mu^{k}\right)\right\rangle=\sum_{i=1}^{r} \lambda_{i}\left(g\left(x^{k}\right)\right)\left\langle c_{i}\left(g\left(x^{k}\right)\right), c_{p}\left(\mu^{k}\right)\right\rangle,
$$

$\lambda_{i}\left(g\left(x^{k}\right)\right) \rightarrow \lambda_{i}\left(g\left(x^{*}\right)\right)$, and $\left\langle c_{i}\left(g\left(x^{k}\right)\right), c_{p}\left(\mu^{k}\right)\right\rangle \rightarrow 0$ if $i \neq p$ and converges to

$$
\left\|c_{p}\left(g\left(x^{*}\right)\right)\right\|^{2}>0
$$

otherwise, we arrive at $\left\langle g\left(x^{k}\right), c_{p}\left(\mu^{k}\right)\right\rangle \rightarrow \lambda_{p}\left(g\left(x^{*}\right)\right)\left\|c_{p}\left(g\left(x^{*}\right)\right)\right\|^{2}>0$. This implies that $\lambda_{p}\left(\mu^{k}\right) \rightarrow 0$ and AKKT follows.

The following example shows that this extra assumption may not hold in general.
Example 1 Let us consider the sequence of matrices $g\left(x^{k}\right):=\left(\begin{array}{cc}1 / k & 1 / k \\ 1 / k & 1 / k\end{array}\right)$ and $\mu^{k}:=\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$. Then,

$$
2 g\left(x^{k}\right) \circ \mu^{k}=\left(\begin{array}{cc}
2 / k & 1 / k \\
1 / k & 0
\end{array}\right) \rightarrow 0
$$

Computing the spectral decompositions we have:

$$
\begin{aligned}
g\left(x^{k}\right) & =(2 / k)\binom{1 / \sqrt{2}}{1 / \sqrt{2}}(1 / \sqrt{2}, 1 / \sqrt{2})+0\binom{1 / \sqrt{2}}{-1 / \sqrt{2}}(1 / \sqrt{2},-1 / \sqrt{2}) \\
\mu^{k} & =1\binom{1}{0}(1,0)+0\binom{0}{1}(0,1) .
\end{aligned}
$$

Thus, since $\left.c_{1}\left(g\left(x^{k}\right)\right), c_{2}\left(g\left(x^{k}\right)\right), c_{1}\left(\mu^{k}\right), c_{2}\left(\mu^{k}\right)\right)$ are different constant vectors, it is not the case that (9) and (10) hold together, although the decomposition of $g\left(x^{*}\right)$ may be chosen such that one of these limits holds.

Finally, we end this section with a discussion of the relation of CAKKT with the optimality condition Trace-AKKT (TAKKT) introduced in [9] as a tentative to avoid the eigenvalue computation in AKKT. A feasible point $x^{*} \in \mathbb{R}^{n}$ of (NSCP) with $\mathscr{K}=\mathbb{S}_{+}^{m}$ satisfies TAKKT when there are sequences $\left\{\left(x^{k}, \mu^{k}\right)\right\} \subset \mathbb{R}^{n} \times \mathbb{S}_{+}^{m}, x^{k} \rightarrow x^{*}$, such that (1) holds and the complementarity condition (4) of CAKKT is replaced by $\left\langle g\left(x^{k}\right), \mu^{k}\right\rangle \rightarrow 0$. In [27], the relation of AKKT and TAKKT was clarified as being independent conditions. However, CAKKT is strictly stronger than both conditions in this context. To see this, it is sufficient to see that $\left\langle g\left(x^{k}\right), \mu^{k}\right\rangle=\operatorname{Tr}\left(g\left(x^{k}\right) \circ \mu^{k}\right)$, where $\operatorname{Tr}(\cdot)$ denotes the trace operator. Since CAKKT implies both TAKKT and AKKT, being the latter conditions independent [27, Example 3.1], it must be the case that CAKKT is strictly stronger than both conditions.

Note that the Sequential Quadratic Programming algorithm [26] and the Augmented Lagrangian method [9] generate sequences whose feasible limit points satisfy both AKKT and TAKKT, where in [9] an additional smoothness assumption is needed for the TAKKT result, which we will describe in the next section.

## 3 Extended global convergence of an Augmented Lagrangian algorithm and a primal-dual interior point method

An important use of sequential optimality conditions are their ability to improve global convergence of algorithms. In NLP, it is well-known that relevant algorithms such as Augmented Lagrangian, Sequential Quadratic Programming, Interior Point methods and others have their global convergence results improved by sequential optimality conditions [23]. In [26], the authors prove that a stabilized Sequential Quadratic Programming method for NSDPs generates AKKT and TAKKT sequences. The result was extended to CAKKT in [32]. In this section, we will improve the global convergence of the Augmented Lagrangian method proposed in [9] for NSDPs and of a primal-dual interior point method proposed in [28] for NSDPs showing that both generate CAKKT sequences. This extends to NSDPs these known results in nonlinear programming [21, 31] and, in the case of the Augmented Lagrangian method, nonlinear second-order cone programming [27].

### 3.1 Augmented Lagrangian

In order to improve global convergence results for the Augmented Lagrangian algorithm, let us recall the definition of the algorithm. We use $[A]_{+}$to denote the projection of $A \in \mathbb{S}^{m}$ onto $\mathbb{S}_{+}^{m}$. Given a penalty parameter $\rho>0$, the Powell-Hestenes-Rockafellar Augmented Lagrangian function $L_{\rho}: \mathbb{R}^{n} \times \mathbb{S}_{+}^{m} \rightarrow \mathbb{R}^{n}$ for problem (NSCP) when $\mathscr{K}=\mathbb{S}_{+}^{m}$ is given by

$$
\begin{equation*}
L_{\rho}(x, \mu)=f(x)+\frac{1}{2 \rho}\left\{\left\|[\mu-\rho g(x)]_{+}\right\|^{2}-\|\mu\|^{2}\right\} \tag{11}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}, \mu \in \mathbb{S}_{+}^{m}$, and $[\cdot]_{+}$is the orthogonal projection onto $\mathbb{S}_{+}^{m}$. The partial derivative with respect to $x$ is given by

$$
\begin{equation*}
\nabla L_{\rho}(x, \mu)=\nabla f(x)-D g(x)^{*}[\mu-\rho g(x)]_{+}, \tag{12}
\end{equation*}
$$

where $D g(x)^{*}$ is the adjoint of the derivative operator $D g(x): \mathbb{R}^{n} \rightarrow \mathbb{S}^{m}$. The formal definition of the algorithm is given in Algorithm 1.

```
Algorithm 3.1 Augmented Lagrangian Algorithm
Let \(\rho_{1}>0, \tau \in(0,1), \gamma>1\) and \(M>0\) be given. Define \(\bar{\mu}^{1} \in \mathbb{S}_{+}^{m}\). Choose a positive
sequence \(\left\{\varepsilon_{k}\right\}\) such that \(\varepsilon_{k} \rightarrow 0\). Initialize \(k:=1\).
(i) Determine \(x^{k}\) by the approximate minimization of \(L_{\rho_{k}}\left(x, \bar{\mu}^{k}\right)\), that is, a point \(x^{k}\)
    such that \(\left\|\nabla L_{\rho_{k}}\left(x^{k}, \mu^{k}\right)\right\| \leq \varepsilon_{k}\).
(ii) Define \(V^{k}:=\left[\frac{\bar{\mu}^{k}}{\rho_{k}}-g\left(x^{k}\right)\right]_{+}-\frac{\bar{\mu}^{k}}{\rho_{k}}\), which is used for updating the penalty parameter as follows: if \(k>1\) and \(\left\|V^{k}\right\| \leq \tau\left\|V^{k-1}\right\|\), define \(\rho_{k+1}:=\rho_{k}\), otherwise, define \(\rho_{k+1}:=\gamma \rho_{k}\).
(iii) Update Lagrange multipliers by computing \(\mu^{k}:=\left[\bar{\mu}^{k}-\rho_{k} g\left(x^{k}\right)\right]_{+}\), and defining \(\bar{\mu}^{k+1}:=\operatorname{proj} j_{S}\left(\mu^{k}\right)\), the orthogonal projection of \(\mu^{k}\) onto \(S\), where \(S \subset \mathbb{S}_{+}^{m}\) is the set of matrices with spectral radius bounded by \(M\). Set \(k:=k+1\), and go to (i).
```

Similarly to the previously known cases [9, 27, 31], the proof is based on the assumption below. This is a weak assumption on the smoothness of the function g. See [31].

Assumption 1 All feasible points $x^{*} \in \mathbb{R}^{n}$ that are limit points of $\left\{x^{k}\right\}$ generated by Algorithm 1 satisfy the generalized Lojasiewicz inequality below, that is, there exist $\delta>0$ and a continuous function $\phi: B\left(x^{*} ; \delta\right) \rightarrow \mathbb{R}$,
with $\phi(x) \rightarrow 0$ when $x \rightarrow x^{*}$ and

$$
\left|P(x)-P\left(x^{*}\right)\right| \leq \phi(x)\|\nabla P(x)\|, \quad \forall x \in B\left(x^{*} ; \delta\right)
$$

where $P(x)$ is the square of the Frobenius norm of $[-g(x)]_{+}$and $B\left(x^{*} ; \delta\right)$ is the Euclidean ball of radius $\delta$ around $x^{*}$.

In [9], the authors proved that the Augmented Lagrangian algorithm tends to find feasible points in the sense that all limit points are stationary points of the problem of minimizing $P(x)$. Now let us show that Algorithm 1 generates CAKKT sequences.

Theorem 5 Let Assumption 1 hold. If $x^{*} \in \mathbb{R}^{n}$ is a feasible limit point of a sequence $\left\{x^{k}\right\}$ generated by Algorithm 1 , then $x^{*}$ satisfies CAKKT.

Proof By item (i) of Algorithm 1 and $\varepsilon_{k} \rightarrow 0$ we have that

$$
\begin{equation*}
\nabla f\left(x^{k}\right)-D g\left(x^{k}\right)^{*}\left[\bar{\mu}^{k}-\rho_{k} g\left(x^{k}\right)\right]_{+} \rightarrow 0, \tag{13}
\end{equation*}
$$

where $\mu^{k}=\left[\bar{\mu}^{k}-\rho_{k} g\left(x^{k}\right)\right]_{+}$. It remains to prove that $2 g\left(x^{k}\right) \circ \mu^{k}=g\left(x^{k}\right) \mu^{k}+\mu^{k} g\left(x^{k}\right) \rightarrow 0$. We will consider two cases: when $\rho_{k} \rightarrow+\infty$ and when the sequence $\left\{\rho_{k}\right\}$ is bounded.
(i) Assuming that $\rho_{k} \rightarrow+\infty$, let us first prove that $g\left(x^{k}\right) \mu^{k} \rightarrow 0$. Consider the following spectral decomposition

$$
\frac{\bar{\mu}^{k}}{\rho_{k}}-g\left(x^{k}\right)=S_{k} D_{k} S_{k}^{T}
$$

where $S_{k}$ js an orthogonal matrix and $D_{k}$ is a diagonal matrix with all eigenvalues of $\left(\frac{\bar{\mu}^{k}}{\rho_{k}}-g\left(x^{k}\right)\right)$. Thus, we have that

$$
\mu^{k}=\left[\bar{\mu}^{k}-\rho_{k} g\left(x^{k}\right)\right]_{+}=\rho_{k} S_{k}\left[D_{k}\right]_{+} S_{k}^{T} .
$$

Since $g\left(x^{k}\right)=\frac{\bar{\mu}^{k}}{\rho_{k}}+S_{k} D_{k} S_{k}^{T}$ we have

$$
\begin{equation*}
g\left(x^{k}\right) \mu^{k}=\left(\frac{\bar{\mu}^{k}}{\rho_{k}}+S_{k} D_{k} S_{k}^{T}\right) \rho_{k} S_{k}\left[D_{k}\right]_{+} S_{k}^{T} \tag{14}
\end{equation*}
$$

$$
\begin{equation*}
=\bar{\mu}^{k} S_{k}\left[D_{k}\right]_{+} S_{k}^{T}+\rho_{k} S_{k} D_{k}\left[D_{k}\right]_{+} S_{k}^{T} \tag{15}
\end{equation*}
$$

Note that $\bar{\mu}^{k} S_{k}\left[D_{k}\right]_{+} S_{k}^{T}=\bar{\mu}^{k}\left[\frac{\bar{\mu}^{k}}{\rho_{k}}-g\left(x^{k}\right)\right]_{+} \rightarrow 0$. Then, it is necessary to show only that

$$
\rho_{k} S_{k} D_{k}\left[D_{k}\right]_{+} S_{k}^{T}=\rho_{k} \sum_{i=1}^{m} \lambda_{i}^{k}\left[\lambda_{i}^{k}\right]_{+} s_{i}^{k}\left[s_{i}^{k}\right]^{T} \rightarrow 0
$$

where $\lambda_{i}^{k}, i=1, \ldots, m$ are the diagonal elements of $D_{k}$ with correspondent column $s_{i}^{k}$ of $S_{k}$. Since $S_{k}$ are orthogonal matrices for all $k$, there exists a subsequence of $\left\{S_{k}\right\}$ that converges to some orthogonal matrix $S$. Hence, it is enough to show that $\rho_{k} \lambda_{i}^{k}\left[\lambda_{i}^{k}\right]_{+} \rightarrow 0$. This follows from the proof of [9, Theorem 4.2], where Assumption 1 is used to ensure that $\rho_{k}\left[\lambda_{i}^{k}\right]_{+}^{2} \rightarrow 0$, which is essential to complete the proof.
(ii) Supposing now that $\left\{\rho_{k}\right\}$ is bounded, that is, there exists $k_{0}$ such that for $k \geq k_{0}$ the penalty parameter $\rho_{k}$ remains unchanged. Since $V^{k}=\left[\frac{\bar{\mu}^{k}}{\rho_{k_{0}}}-g\left(x^{k}\right)\right]_{+}-\frac{\bar{\mu}^{k}}{\rho_{k_{0}}} \rightarrow 0$ and $\left\{\bar{\mu}^{k}\right\}$ is bounded, one can take a subsequence such that $\bar{\mu}^{k}$ converges to some $\mu \in \mathbb{S}_{+}^{m}$ with

$$
\left[\mu-\rho_{k_{0}} g\left(x^{*}\right)\right]_{+}=\mu
$$

Considering the spectral decomposition $\bar{\mu}^{k}-\rho_{k_{0}} g\left(x^{k}\right)=S_{k} D_{k} S_{k}^{T}$ with $S_{k} \rightarrow S$ and $D_{k} \rightarrow D$, we have that
$\mu=S[D]_{+} S^{T}$ and $g\left(x^{*}\right)=\frac{1}{\rho_{k_{0}}} S\left([D]_{+}-D\right) S^{T}$.
Hence,

$$
g\left(x^{k}\right) \mu^{k} \rightarrow g\left(x^{*}\right) \mu=\frac{1}{\rho_{k_{0}}} S\left([D]_{+}-D\right)[D]_{+} S^{T},
$$

with $\left([D]_{+}-D\right)[D]_{+}=0$. With a similar argument used to prove that $g\left(x^{k}\right) \mu^{k} \rightarrow 0$, one can show that $\mu^{k} g\left(x^{k}\right) \rightarrow 0$. Thus CAKKT follows.

### 3.2 A primal-dual interior point method for NSDP

It is well-known that interior point methods are widely used for solving NSDPs. In this paper we consider the primal-dual interior point method from [28], but the results can be extended to other interior point methods. In order to define the algorithm, let us consider the positive barrier parameter $\sigma$ and let us consider the perturbed complementarity measure $g(x) \mu=\sigma I$, where $I$ is the $m \times m$ identity matrix. The idea of the method is to approximately solve the system of equations below for a sequence of parameters $\sigma$ converging to zero, without losing interiority, that is:

$$
r(x, \mu, \sigma):=\binom{\nabla \mathscr{L}(x, \mu)}{g(x) \mu-\sigma I}=\binom{0}{0}
$$

and

$$
g(x)>0, \quad \mu>0,
$$

where we use $A>0$ to denote that $A$ is a symmetric positive definite matrix. In [28], the authors propose a method for solving the subproblems while proving that under Robinson's CQ, assuming the subproblem can be solved, a KKT point is found at the limit [28, Theorem 1]. However, we can easily show that in these conditions the algorithm clearly generates CAKKT sequences, which is a strictly stronger result. The algorithm is formally introduced as Algorithm 2 below.

```
Algorithm 3.2 Primal-dual interior point method for NSDP [32]
Let \(M>0\) be given and \(k=0\). Let \(\left\{\sigma^{k}\right\}\) be a positive sequence such that \(\sigma^{k} \rightarrow 0\).
```

(i) Determine $\left(x^{k}, \mu^{k}\right)$ with $g\left(x^{k}\right) \succ 0$ and $\mu^{k} \succ 0$ such that

$$
\begin{equation*}
\left\|r\left(x^{k}, \mu^{k}, \sigma^{k}\right)\right\| \leq M \sigma_{k} \tag{16}
\end{equation*}
$$

(ii) Set $k:=k+1$, and go to (i).

Theorem 6 If $x^{*} \in \mathbb{R}^{n}$ is a feasible limit point of a sequence $\left\{x^{k}\right\}$ generated by Algorithm 2, then $x^{*}$ satisfies CAKKT.

Proof Since $r\left(x^{k}, \mu^{k}, \sigma^{k}\right) \rightarrow 0$, we have that $\nabla \mathscr{L}\left(x^{k}, \mu^{k}\right) \rightarrow 0$ and $g\left(x^{k}\right) \mu^{k} \rightarrow 0$ with $\mu^{k} \in \mathbb{S}_{+}^{m}$. Since $g\left(x^{k}\right) \in \mathbb{S}^{m}$ we have $\mu^{k} g\left(x^{k}\right)=\left(g\left(x^{k}\right) \mu^{k}\right)^{T} \rightarrow 0$, hence
$g\left(x^{k}\right) \circ \mu^{k} \rightarrow 0$ and CAKKT follows.

## 4 Final remarks

In [9], an Augmented Lagrangian method for NSDPs was introduced with global convergence theory based on a constraint qualification strictly weaker than Robinson's constraint qualification. Thus, as far as we know, the case of an unbounded Lagrange multiplier could be treated for the first time. There, two necessary optimality conditions were introduced which are satisfied by feasible limit points of the algorithm. In one of them, complementarity is measured in terms of the eigenvalues of the constraints and an approximate Lagrange multiplier matrix; and in the other, one relies on the inner product structure of $\mathbb{S}^{m}$. It was shown in [27] that these are independent global convergence results, in the sense that no optimality condition is implied by the other. In this paper we show that the optimality condition CAKKT presented in [27] is strictly stronger than both optimality conditions previously defined in [9], and we show that the Augmented Lagrangian method still enjoys global convergence to points satisfying this renewed condition. We extend our results by proving similar properties for an Interior Point method, which are also satisfied by Sequential Quadratic Programming methods [26, 32]. The results were obtained by exploiting the Jordan algebraic structure of NSDPs, which points to a more general global convergence result in the context of optimization over a general symmetric cone, which will be the subject of further studies.
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